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1.0 Emulex Solution Implementer’s Series

This document is part of the Emulex Solution Implementer’s Series, providing implementers (IT administrators and system architects)
with solution and deployment information on popular server and software platforms. As a leader in network connectivity, monitoring and
management, the Emulex technology team is taking a lead in providing guidelines for implementing 1/O for these solutions.

1.1 Executive summary

Emulex OneConnect OCe 14000 family of 10Gb and 40Gb Ethernet (10/40GbE) Network Adapters are optimized for virtualized data
centers that have increased demands for accommodating multiple tenants in cloud computing applications. Virtual eXtensible Local Area
Network (VXLAN) provides the mechanism to implement virtualized network isolation over an existing infrastructure. The OCe 14000
adapters are powered by the new Emulex Engine™ (XE) 100 I/O controller and equipped with Emulex Virtual Network eXceleration™
(VNeX) technology that effectively removes VXLAN packet processing overhead from the hypervisor. Freeing up CPU cycles can provide
significant performance enhancements to both I/O bandwidth and ESX host CPU efficiency. With this increased optimization, the
administrator can now deploy more virtual machines (VMs) and experience optimal I/O performance within their virtualized networking
environment implementing VXLAN networking.

1.2 Introduction

VXLAN sets the stage for software-defined networking (SDN) functionality where the creation of logical networks for VMs can exist across
different physical networks by encapsulating the original L2 packet in a VXLAN header that includes the VNI associated with a VXLAN
segment that the VM belongs to. VXLAN incorporates an additional layer of packet processing in the hypervisor for incoming and outgoing
packets. The additional overhead can introduce performance implications such as degraded network performance, lower throughput

and inability to scale VMs due to higher CPU utilization. Emulex stateless offloading technology removes this burden from the hypervisor
by offloading VXLAN packet processing and checksum computations in hardware. This results in 150 percent improved aggregated
bidirectional throughput, 25 percent more CPU effectiveness and 75 percent increased server power efficiency compared to Network
Interface Cards (NICs) without VXLAN offload capability.

This document provides an example of how to configure a VXLAN network with the Emulex OneConnect OCe14000 10GbE and 40GbE
network adapters.
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1.3 VMware VXLAN overview

VXLAN uses MAC Address-in-User Datagram Protocol (MAC-in-UDP) encapsulation whereby VMs can be deployed on any ESX host
while being decoupled from the underlying physical network. VXLAN uses a 24-bit identifier allowing a single network to support up

to 16 million LAN segments surpassing the IEEE 802.1Q VLAN specification of 4,094 VLANs. This capability can be best utilized in cloud
computing by providing complete network isolation for multiple tenants while utilizing common physical infrastructure. Figure 2 below
depicts a basic VXLAN configuration with multiple VXLANs between ESX Host A and B extended across a L3 network. When a packet is
sent from a VM in host A to a VM in host B, the entire packet is encapsulated in a VXLAN header and traverses over the physical network.
When the VXLAN packet reaches ESX Host B, the VXLAN header is removed and the packet is received by the recipient VM with the Inner
MAC Destination Address (DA). A VXLAN Tunnel Endpoint (VTEP) is configured on each participating host and assigned with a unique IP
address and responsible for VXLAN data path processing, maintaining forwarding tables and encapsulation/de-encapsulation of VXLAN
packets. A VTEP consists of a vmkernel module, vmknic virtual adapter module and VXLAN port group module.

Quter Outer VXLAN a5
Mac Header IP Header Original L2 Frame FCS
| 14 Bytes |_ l
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| 20 Bytes | 8 Bytes | 8 Bytes
[ |1 | [ I
[ e o [+ 4
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Figure 1. VXLAN packet format.
Packet
Encapsulated in ngmder
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Switch Switch

Figure 2. Basic VXLAN deployment with four virtual wires for network isolation.
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2.0 Server hardware requirements
Aserver platform that meets the following requirements:

= Compatibility with the VMware ESXi release

= Support for Intel® Virtualization Technology for Directed I/O (Intel® VT-d)

= Bus type: PCl Express (PCle) 3.0 x8

Note — To verify compatibility of physical server hardware, refer to the VMware Compatibility Guide:
www.vmware.com/resources/compatibility/search.php

2.1 VMware ESX software requirements

VMware ESXi 5.5

VMware vSphere 5.5 Enterprise Plus

VMware vCenter 5.5 Server

vCloud Suite 5.5 (VMware vCloud Networking and Security 5.5)

2.2 Emulex OCe14000 Network Adapter requirements
0Ce14101-NM, 10GbE, 1 port Short reach optical

0Ce14101-NX, TOGbE, 1 port Direct attach copper

0Ce14102-NM, 10GbE, 2 port Short reach optical

0Ce14102-NX, T0GbE, 2 port Direct attach copper

0Ce14401-NX, 40GbE, 1 port Direct attach copper

Note — You may have to update your adapter driver and firmware. Make sure you verify compatibility of Emulex network adapters and
software releases that provide VXLAN hardware offload feature. For information on Emulex, VMware compatibility, software, additional
product information and other documentation refer to the links below:

Emulex Downloads and Documentation:
www.emulex.com/downloads

VMware Compatibility Guide:
www.ymware.com/resources/compatibility/search.php
2.3 Additional requirements

1. DHCP server

2. Multicast support, IGMP and PIM configured on switches and routers
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3.0 Deploying Emulex OneConnect Adapters in ESXi 5.5 hosts

ESX Host and System Enablement

1. Install the OneConnect Ethernet adapter in an available PCle 3.0 x8 slot

2. Power up the server

3. Enter the server’s BIOS setup and make sure the virtualization technology, Intel® VT-d, is enabled on the server
4. Install VMware ESXi 5.5i Enterprise Plus on the server

5. Install VMware vCenter Server 5.5

6. Deploy Virtual Machines

7. If required, install latest version of Emulex driver and firmware

Note — For details on installing VMware vSphere 5.5 and other components refer to VMWare documentation:
http:/[pubs.vmware.com/vsphere-55/index.jspt#tcom.vmware.vsphere.install.doc/GUID-BC044F6C-4733-4413-87E6-A00D3BDEDES8.html

3.1 VXLAN prerequisites

You can configure your environment using VMware vSphere Client or vSphere Web Client. During the initial VXLAN installation, you will
have to login and configure settings in vShield manager. It is highly recommended to deploy a DHCP server in your physical network in so
thatyour ESX host VTEP interfaces can request and receive an IP address. As a prerequisite to configuring VXLAN networking, you must
first do the following;

1. Create Clusters
2. Add ESX hosts to Clusters
3. Create a VMware vSphere Distributed Switch (VDS)

4. Configure VMware vShield Manager Appliance
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4.0 Create cluster

1. Login to your vCenter Server using VMware vSphere Web Client, on the left pane from vSphere Web Client Home,
click on vCenter > vCenter Home

(@ vSphere Web Client
€ = 192,168.0134 > | [ - avG secure search Plera 3 A=

Most visited etting Started

rch. Q search & safe | (& Dot Track [ - | [d Facebook

Allow 10.192.32.224 to run “VMware Remate Cansole™ Continue Blocking alow... | x

User name: VMware vSphere Web Client

Login

Figure 3. VMware vSphere web client login screen.

vmware* vSphere Web Client # @ @ os I Help~ |

‘ 4 History IDECR H (& Home

A Home Getting Started \ Home Recent Tasks (=]

(&) vCenter ‘ All ‘ Running Failed
[/ Rules and Profiles © Clickthe Home tab to access solutions, inventory views, and other tools

O vCenter Orchestrator .
to the VMware vSphere Web Client

&, Administration The vSphere Web Client introduces a unique approach to tightly integrating solutions. When you navigate to the details of an object by using the navigator,
1 search, orrelated objects, the vSphere Web Client consistently displays solution perspectives and actions for that object

Tasks

[ Events i .
[ Log Browser Navigator M:

iew of all objects
O Tags in the inventory

Content Area My Tasks v More Tasks

@ New Search
Information about currently

[ Saved Searches selected objects. ~ 7 \Work In Progress =

Searcn o (2] (4]

Find specific objects.

Global Information
Recent Tasks
Work in Progress
Alarms

|~ ) Alarms (m]

[ar@ | New(®  Acknow.

Figure 4. VMware vSphere web client.
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I Help |

Getting Started |

Recent Tasks =N

Z vCenter Home .

Whatis vCenter?
© T The vCenter inventory is where you find all the
objects associated with vCenter Server
systems, such as datacenters, hosts,
clusters, networking, storage, and virtual
machines.

[P Hosts and Clusters
(@) vis and Templates
3 storage

€ Networking The Inventory Lists allow you to view an
aggregated list of these objects across

vCenter Server systems. These flatlists
enable easier batch operations.

~ Inventory Lists
() vCenter Servers
[l Datacenters The inventory tree is stil available under
Inventory Trees. Here objects are listed
@ Hosts hierarchically in four categories: Hosts and
Clusters, VMs and Templates, Storage, and
@ clusters Networking
® Resource Pools
There are three steps to get started with your
3 Datastores virtual infrastructure:
5 Datastore Clusters
€ standard Networks
Distributed Switches
(@ Virtual Machines
9 vApps Select an Inventory item

1. Create a datacenter
2. Add hosts to the datacenter
3. Create virtual machines on the hosts

[J VM Templates

Figure 5. VMware vSphere web client.

vmware® vSphere Web Client ft @

1 SSTMELab | Actions ~

R

Explore Further

What is vCenter Server?
Networking in vSphere
Storage in vSphere

What are inventory tree views?
Using the object navigator

Running Failed

My Tasks ~ More Tasks

- # Work In Progress. =

~ 13 alarms o

All(0) | New (0)  Acknowl...

2. From the Data Center, navigate to New Cluster located on drop-down window and left click to add new cluster.

I Help - |

Summary  Monitor  Manage

Related Objects

|~ [£] Recent Tasks o

imary container of
*h as hosts andvirtual
datacenter, you can add
iy objects. Typically, you
&5 New Datastore Cluster. I chiedts. Tymic
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*@ Deploy OVF Template... ompanies might use
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Edit Default VM Compatibility. o their enterprise.
interact within
action across
Rename d. For example, you can
. ine with vMlotion across
& AssignTag. nter but not o a hostin

Move To..

% Remove Tag

Alarms

AllvCenter Actions
Basic Tasks
9 Add a host
% Create a cluster
1 Create a new virtual machine
3 Add a datastore
£2 Create a distributed switch

Virtual Machines

vCenter Server

vSphere Client

Explore Further

Learn more about datacenters
Learn how to create datacenters
Learn about hosts

Learn about clusters

Learn about folders

Figure 6. Adding a new cluster.
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3. Give the new cluster a name, for example, Cluster 1, which is shown in figure 7. When adding hosts to clusters, you need to determine
your configuration preferences, e.g. name, location, DRS, etc. For more information on these configuration preferences, refer to VMware
documentation. For this setup, we named it Cluster 1, and selected defaults as shown in Figure 7.

Name [Cluster 1

Lacation SJ-TME-Lab
» DRS [ TumON

» ¥Sphere HA [JTum ON

» EVC [ Disadle

[ Tumon

» Virtual SAN

Figure 7. Configuring new cluster.

4. After you configured your cluster, you can now add ESX hosts. To do this, right click on New Cluster, add your ESX hosts to the new
cluster. For example, in figure 9, we added host 10.192.32.221 to Cluster 1.

e* vSphere Web Clie @ Q_search -
« vCenter » © X | U Custer1 | Actions - |=z X
[F] a Q | Getting Started | Summary Monitor Manage Related Objects ~ [7] Recent Tasks ol
~ @ THEVCS
7 ] Al | Running  Failed

v [ SJ-TME-Lab Whatis a Cluster?

Acluster is a group of hosts. When you add a

v Rename virtual machine
@ PDU Monitor 50

() & Actions - Cuuster 1 hostto a cluster, the hosts resources
& ¥ Add Host become a part of the cluster's resources. The + Rename cluster
cluster manages the resources of all hosts
! By Move Hosts into Cluster i Virtual Machines B Lan2
Gp! B New Virtual Machine.. . Cluster v Rename cluster
& o Newvapn Clusters enable the vSphere High Availability
(HA), the vSphere Distributed Resource ) > @ Lan
?’ o New Resource Pool g:lr:ﬁ::‘l:r(oﬁs), and the Virtual SAN (VSAN) ~ 1 + Rename cluster
New Datastore...
Host B clusterz
5! ¥ Deploy OVF Template... =
N LS v Rename cluster
@b} @5 Attach Host Profile L
& | @ clustert
Settings ¥
=3 k\l Datacenter
&b Move To... veenterserver My Tasks ~ More Tasks |
& Rename. vSphere Client ————
@} @ Assign Tag... ~ 7 Work In Progress [=}
@' G Remove Tag
&b
Gy Mems » Basic Tasks Explore Further
1Y AllvCenter Actions » 99 Add a host Learn more about clusters
= N 15 Create a new virtual machine Learn more about resource pools
» B Cluster2 s
~ 1019232223 ~ €3 Alarms. o
& ViMonitor

G VMware vCenter Server Appliance
(3 vShield Manager

@ Win2012R2_1

(1 Wireshark Mon W2k8

Figure 8. Adding ESX host to a cluster.

All©) | New (D)  Acknowl...
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[ 1 Name and location Enterthe name or IP address ofthe hostto add to vCenter Server.

2 Connection settings Hostname or IP address:  [10.182.32.221

3 Host summary Losation: B Cluster 1

4 Readyto complete

Finish cancel | |

Figure 9. Adding ESX host to a cluster.

5.0 Create Virtual Distributed Switch (VDS)

1. To create a VDS, from Web Client Home, click on Networking icon.

vmware® vSphere Web Client #& @&

A Home

vCenter

[i§ Rules and Profiles
O vCenter Orchestrator
&, Administration
Tasks

[T Events

[ Log Browser

@ New Search
{H saved searches

Getting Started | Home

Inventories

@ @ ) E Q@
=
vCenter Hosts and VMs and Storage Networking
Clusters Templates

Monitoring
7
@ 5 B &
Task Console Event Console Host Profiles VM Storage Customization
P L

olicies Specification
Manager

& R &

Licensing vCenter
Solutions
Manager

B watch How-to Videos

vCenter vCloud Hybrid
Orchestrator Senvice
Installer

vCenter
Operations
Manager

Figure 10. Configuring virtual distributed switch.

. Recent Tasks )

~ 7 Work In P

All(0) | New (0) Acknowled...
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vmware* vSphere Web Client A @

(vome @ x|

9 & 8
~ ([ TMEVCS
o m Actions - SJ-TME-Lab
@ Add Host..
%P New Cluster.
tastore Cluster.

* Deploy OVF Template.

Move To.
Rename.
& Assign Tag...
G Remove Tag

Alarms

All vCenter Actions

2 Migrate VM to Another Network.
Edit Default VM Compatibility.

2. Right click on Data Center, in the drop-down window, left click New Distributed Switch.
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Q

Search

| Getting Started | Summary Monitor Manage  Related Objects

Datacenter?

ris the primary container of
bjects such as hosts and virtual
From the datacenter, you can add
ze inventory objects. Typically, you
folders, and clusters o a

er can contain multiple

s. Large companies might use
tacenters to represent
al units in their enterprise.

jects can interact within

, butinteraction across

is limited. For example, you can
al machine with vMotion across
a datacenter but notto a hostin
center.

»

1 Name and location Name:

2 Select version

3 Edit settings

Basic Tasks

9 Add a host

% Create a cluster

5 Create a new virtual machine
3 Add a datastore

& Create a distributed switch

Figure 11. Configuring virtual distributed switch.

3. Enter a DVS switch name, as shown in figure 12. Click Next.

2 4
Virtual Machines

Cluster SIS o
L
&
N>
)

vCenter Server

vSphere Client

Explore Further

Learn more about datacenters
Learn how to create datacenters
Learn about hosts

Learn about clusters

Learn about folders

|avswiteh1

Location: [l SJ-TME-Lab

4 Ready to complete

Figure 12. Configuring virtual distributed switch.

Finish
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4, Select Distributed Switch version for ESXi version 5.5 and later. Click Next.

12

22 New Distributed Switch
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+~ 1 Name and location

3 Edit settings

4 Readyto complete

Select version
Specify a distributed switch version.

(=) Distributed switch: 5.5.0

This version is compatible with Viware ESXi version 5.5 and later. The following new features
are available: Traffic Filtering and Marking, and enhanced LACP support.

(O Distributed switch: 5.1.0

This version is compatible with Viware ESXi version 5.1 and later. The following new features
are available: Management Network Rollback and Recovery, Health Check, Enhanced Port
Mirroring, and LACF.

(O Distributed switch: 5.0.0
This version is compatible with Vidware ESXi version 5.0 and later. The following new features

are available: User-defined network resource pools in Network O Centrol, NetFlow, and Port
Mirroring

() Distributed switch: 4.1.0
This version is compatible with Vidware ESX version 4.1 and later. The following new features

are available: Load-Based Teaming and Network O Control
(O Distributed switch: 4.0

This version is compatible with Vhware ESX version 4.0 and later. The features supported by

later distributed switch versions will not be available.

Figure 13. Configuring virtual distributed switch.

5. Specify number of uplinks ports, resource allocation and enter port group name. Click Next.

&= New Distributed Switch

Finish

| cancel

+~ 1 Name and location
~ 2 Selectversion

Edit settings
Specify number of uplink ports, resource allocation and default port group.

3 Edit settings
Number of uplinks: 4 @

4 Ready to complete
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Netwaork 10 Control:

Default port group: [V Create a default port group

Port group name: |DPortGroup

Back || Next Finish

Figure 14. Configuring virtual distributed switch.
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6. Review settings, then click Finish to exit wizard.

2= New Distributed Switch

+ 1 Name and location Ready to complete
Review your settings selections before finishing the wizard
V2 Selectversion

VY ELEES Name dvSwitch100
Nurnber of uplinks: 4
Network O Control Enabled
Default port group: DPortGroup
Suggested next actions
%, New Distributed Port Group
[ Ada and Manage Hosts

© These actions will be available in the Actions menu of the new distributed switch.

Finish Cancel

Figure 15. Configuring virtual distributed switch.

6.0 Deploying VMware vShield Manager Appliance

VMware vShield Manager is part of the VMware vCloud Suite and is essential to configuring VXLAN. Installing vShield Manager is a
multistep process, therefore, you must perform all the steps in sequence for a successful installation. The vShield Manager is a VM and
packaged as an Open Virtualization Appliance (OVA) file, which allows you to use the VMware vSphere Client GUI to import the vShield
Manager into a datastore and virtual machine inventory. It runs as a virtual appliance on any ESX host and can be downloaded from
VMware. You need to refer to VMware support documentation regarding required licenses and additional information for configuring
vCloud Networking and Security Manager Suite for your environment.

1. Obtain the VMware vCloud Suite from VMware
https://myvmware.com/web/vmware/downloads

2. To install the vShield Manager Virtual Appliance, from the vSphere Web Client Home, click on Hosts and Clusters, right click on
vCenter Server as show in figures 16A and 16B. TMEVCS is the vCenter Server used in the example.

are phere Web e @ Q Search v
4 Hosts and Clusters »|©® X | G} Home

Getting Started | Home ~ [Z] Recent Tasks ol
(3 vCenter >| Inventories All Running Failed
[ Rules and Profiles >
(O vCenter Orchestrator > Q En ] Q o.

v =
&% Administration > vCenter Hosts and VMs and Storage Networking vCenter
Clusters, Templates Orchestrator

Tasks
[T Events
[ Log Browser EJ

< Tags

vCloud Hybrid
Senice
@ New Search > Installer

|H saved searches. Monitoring ~ | # Work In Progress. o

TaskConsole  EventConsole  HostProfiles VM Storage Customization vCenter

Policies Specification Operations
Manager Wanager

Administration ~ ) Alarms ol

My Tasks ~ More Tasks

v

All(O) | New (0)  Acknowl..
& 2] [ 2

Roles Licensing vCenter
Solutions
Manager

B watch How-to Videos

Figure 16A. Deploying vShield Manager virtual appliance.
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I Help - |

%1 TME'
~ [l S-TME-Lab
» [P Cluster 1
» &P Cluster 2
~ [10.192.32.223
(8 Ubuntu _hosts4
&1 VMMonitor
5 VMware vCenter Sel
@ Win2012R2_1

Actions - TMEVCS

flq Mew Datacenter...

73 New Folder...

¥ Deploy OVF Template...

/& Assign License Key...
Settings

& Assign Tag

G Wireshark Mon w2kg <% Remove Tag

Alarms.

Getting Started | Summary  Monitor  Manage

Related Objects

|~ [] Recent Tasks o

tﬂer Server?
r allows you to manage

SXi hosts and the virtual
nthem. Because these
s can grow very large, vCenter
ﬁyes useful management tools

to organize the hosts and virtual

o clusters with vSphere DRS

3 HA Multiple vCenter Server

1 be managed by the vSphere

50 that their individual inventories

tmeu and managed under one
o

All vCenter Actions » | fia New Datacenter.

3. From the vCenter Server drop-down window, click Deploy OVF Template to open wizard. Download the OVF packet from the internet
orselect alocal OVFfile. If the file is local, Select Source and click Local File radial button. Browse and locate the OVF file. After locating

" o New Folder.
with the Log &=

with the vCe T# Deploy OVF Template
et & Assign License Key,

Export Systern Logs.
Basic Task: Add Permission...
#3Createa er
fin Create Datacenter

Explore Further

Learn more about folders
Learn about datacenters

All Running Failed

My Tasks ~

| ~ 7 Work In Progress

All (@ | New (D)  Acknowl...

Figure 16B. Deploying vShield Manager virtual appliance.

the file on your machine, click Open. Click Next.

Deploy OVF Template

1 Source

1a Select source

1b Review details

2 Destination

Select source
Select the source location

Enter a URL to download and install the OVF package from the Internet, or browse to a location accessible from your computer,
such as a local hard drive, a network share, or a CD/DVD drive.

2a Selectname and folder OURL

2b Selectaresource
2c Select storage

3 Ready to complete

(@ Localfile

Browse...

Lookin: [ ) ESX55

Name =

- e®rm

|- Date modified |

|| ¥Mware-vCenter-Server-Appliance-5.5.0.10000-1624811_OVF10... 3/31/2014 4:55 PR

<

File name:

Files of type:

[VMware-vShield Manager 55001473628 =]
|0VF Packages (*.ovi. “.ova) =1

Figure 16C. Deploying vShield Manager virtual appliance.
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1b Review details
2 Destination
2a Selectname and folder
2b Selectaresource
2c Select storage

3 Ready to complete

Select source

Selectthe source location

Enter a URL to download and install the OVF package from the Internet, or browse to a location accessible from your computer,
such as a local hard drive, a network share, or a CD/DVD drive.

O URL

l

[~

@ Local file

cau; e-vShield-Manager-5.5.0a-1473628.ova

Finish Ccancel

Figure 16D. Deploying vShield Manager virtual appliance.

4. Review OVF package details and configuration. Check Accept Extra Configuration Options, Click Next. Accept EULAs and click Next to
continue. Refer to figures 16E and 16F below.

Deploy OVF Template

1 Source
v 1a Selectsource
v
1c Accept EULAS
2 Destination
2a Select name and folder
2b Selectaresource
2c Select storage

3 Readyto complete

Review details

Verify the OVF template details

A The OVF package contains extra configuration options, which poses a potential security risk. Review the extra configuration
options below and accept to continue the deployment.

[V] Accept extra configuration options

Product
Version
Vendor
Publisher
Download size

Size on disk

Description

Extra configuration

vShield Manager

5.5.0a-1473628

VMware, Inc.

@ VMware, Inc. (Trusted certificate)
14GB

1.9 GB (thin provisioned)

60.0 GB (thick provisioned)

vShield Manager is the i network ofvShield, and is installedas a4
virtual appliance on any ESX™ host in your vCenter Server environment. Install vShield Manageronan |

vshieldvmtype = Manager
vshieldvmversion = 5.5.0a
vshieldvmbuild = 1473628

| Back || Next | Fuen | Cancel

Figure 16E. Deploying vShield Manager virtual appliance.
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1 Source
+~  1a Selectsource

v 1b Review details
2 Destination
2a Select name and folder
2b Selectaresource
2c Select storage

3 Ready to complete

Accept EULAS
Acceptthe end user license agreements

VMWARE END USER LICENSE AGREEMENT

PLEASE NOTE THAT THE TERMS OF THIS END USER LICENSE AGREEMENT SHALL GOVERN YOUR USE OF THE
SOFTWARE, REGARDLESS OF ANY TERMS THAT MAY APPEAR DURING THE INSTALLATION OF THE SOFTWARE.

IMPORTANT-READ CAREFULLY: BY DOWNLOADING, INSTALLING, OR USING THE SOFTWARE, YOU (THE INDIVIDUAL OR
LEGAL ENTITY) AGREE TO BE BOUND BY THE TERMS OF THIS END USER LICENSE AGREEMENT ("EULA"). IF YOU DO NOT
AGREE TO THE TERMS OF THIS EULA, YOU MUST NOT DOWNLOAD, INSTALL, OR USE THE SOFTWARE, AND YOU MUST
DELETE OR RETURN THE UNUSED SOFTWARE TO THE VENDOR FROM WHICH YOU ACQUIRED IT WITHIN THIRTY (30)
DAYS AND REQUEST A REFUND OF THE LICENSE FEE, IF ANY, THAT YOU PAID FOR THE SOF TWARE.

EVALUATION LICENSE. If You are licensing the Software for evaluation purposes, Your use of the Software is only permitted in
anon-production environment and for the period limited by the License Key. Notwithstanding any other provision in this EULA,

an Evaluation License of the Software is provided "AS-1S" without indemnification, support or warranty of any kind, expressed or
implied.
1. DEFINITIONS.

11 "Affiliate” means, with respect to a party, an entity that is directly or indirectly controlled by or is under common control
with such party, where "control” means an ownership, voting or similar interest representing fifty percent (50%) or more of the

total interests then outstanding of the relevant entity (but only as long as such person or entity meets these requirements).

Back || Next Finish | cancel

Figure 16F. Deploying vShield Manager virtual appliance.

5. Specify a unique name for your vShield Manager appliance and select folder or data center location where you would like for it to reside.

In figure 16H below we selected ESX Host 1

Deploy OVF Template

0.192.32.223 located in SJ-TME-Lab data center.

1 Source

+  1a Selectsource

+  1b Review details

1c Accept EULAs
2 Destination

v name and folder

+  2b Selectaresource

v

2c Select storage
2d Setup networks

3 Ready to complete

Select name and folder
Specify a name and location for the deployed template

Name: ‘vShleld Manager

Select a folder or datacenter

~ (3 TMEVCS
B

» CDiscovered virtual machine

ab

The folder you select is where the entity will be located, and
will be used to apply permissions to it.

The name of the entity must be unique within each vCenter
Server VM folder.

Finish

Cancel

Figure 16G. Deploying vShield Manager virtual appliance.
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Deploy OVF Template

Select a resource

1 Source
Selectwhere to run the deployed template

+  1a Select source

~  1b Review details
Select location to run the deployed template

+~  1c AcceptEULAs —_——
(@ search

2 Destination
~ [l SJ-TME-Lab
+~  2a Selectname and folder
~ &P cluster1
v
1019232221 Select a cluster, host, vApp, of resource pool in which to run
2c Select storage ~ @ Cluster2 the deployed template
2d Setup networks (1019232222

3 Readyto complete

| Back Next | foen | cancel |

Figure 16H. Deploying vShield Manager virtual appliance.

6. Select storage location for vShield Manager Virtual Appliance and select your desired virtual disk format. In the example below, Thin
Provision format is selected. Click Next.

Deploy OVF Template

Select storage

1 Source
Select location to store the files for the deployed template

1a Select source

D R asETs Selectvirtual disk format: [ Thin Provision -]

1c Accept EULAS VM Storage Polic: Thick Provision Lazy Zeroed PY
inat Thick Provision Eager Zeroed
2|Pestiaaton The following datastores o atyou selected. Select the destination datastore for the
2a Selectname and folder wvirtual machine configuraf

Type Storage DRS

Capacity Provisionad Frae

2b Selectaresource Name
187.82 GB VMFS

ct storage E3 datastoret (3) 271.75 GB 302.51 GB
2d Setup networks

3 Readyto complete

Finish Cancel

Figure 161. Deploying vShield Manager virtual appliance.
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7. Configure network that the vShield Manager Appliance will use. The vShield Manager needs to communicate with all participating ESX
hosts and vCenter Server on the network. The example in figure 16) VM Network destination is selected. Click Next.

Deploy OVF Template

1 Source
1a Select source
1b Review details
1c Accept EULAS
2 Destination
2a Select name and folder
2b Selecta resource
2c Select storage.
etup networks

3 Ready to complete

Setup networks
Configure the networks the deployed template should use

Soures Dastination

Configuration

R v

[

IP protocol IPva IP allocation: ~ Static - Manual @

Source: VSMgmt - Description
This network provides connectivity to this virtual machine.

Destination: VM Network - Protocol settings
No configuration needed for this network

Figure 16). Deploying vShield Manager virtual appliance.

8. To complete deployment, review selections then select Power on after deployment. Click Finish.

Deploy OVF Template

Finish || Cancel |

1 Source
~  1a Select source
+~  1b Review details
~  1c Accept EULAs
2 Destination
2a Select name and folder
2b Selecta resource
2c Select storage
2d Setup networks

3 Ready to complete

Ready to complete
Review your settings selections before finishing the wizard

OVF file
Download size
Size on disk
vShield Manager
datastore1 (3)
10192.32.223
SJ-TME-Lab

Thin Provision
VSMgmt to VM Network
Static - Manual, IPv4

Name
Datastore

Target

Folder

Disk storage
Network mapping
IP allocation

[V Power on after deployment

Next

Figure 16K. Deploying vShield Manager virtual appliance.

18
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| Finish | [ cancer |
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9. Check status of your vShield Manager OVF deployment under Recent Tasks located on the right pane in vSphere Web Client. Proceed to
the next step after vShield Manager has completed OVF deployment.

vmware* vSphere Web Client f® @

~ [l 5.-TME-Lab

» BP cluster 1

» EJ Cluster2

~ [@10.192.32.223
{8 Ubuntu _hosts4
(5 VMMonitor
& Vhware vCenter Server.
(5 Win2012R2_1
(5 Wireshark Mon W2kg

I Help ~ | SSEEEIE

Getting Started | Summary  Monitor Manage Related Objects

What is vCenter Server?

vCenter Server allows you to manage
multiple ESX/ESXi hosts and the virtual
machines on them. Because these
environments can grow very large, vCenter
Server provides useful management tools
like the ability to organize the hosts and virtual
machines into clusters with vSphere DRS
and vSphere HA. Multiple vCenter Server
systems can be managed by the vSphere
Web Client 5o that their individual inventories
can be presented and managed under one
“pane of glass”.

Any vCenter Server systems for which you
have privileges and that have been registered
with the Lookup Service, or added manually
with the vCenter Registration Tool in the
Administration section, will appear in your
inventory to the left.

Basic Tasks Explore Further

#7 Create a folder
fia Create Datacenter

Learn more about folders
Learn about datacenters

Recent Tasks
Al | Running
Deploy OVF template
@ vshield Manager
12 @
+ Initialize OVF deployment
@ 1019232223

My Tasks ~ More Tasks

2 Work In ress o

v :I Alarms =]
All(0) | New (D)  Acknowl...

Figure 16L. Deploying vShield Manager virtual appliance.

10. From vSphere Web Client, right click vShield Manager Appliance. In the drop-down window select Open Console.

vmware* vSphere Web Client

fn @

(BCCTRANN Q Search -

~ [ TMEVCS
~ [[9SJ-TME-Lab
» B cluster1
» B cluster 2
~ [A1019232223
@ Ubuntu _host54
& ViiMonitor

G VMware vCenter Server
eld Manager
Win2012R2_1

Y (G Actions - vShield Manager
(5 wireshark Mon W2k,

| sh separate window
&) Restart Guest 08

5 Migrate...

i Take Snapshot

(» Manage Snapshots...
28 Clone to Virtual Machine.
89 Clone to Template...

& Edit Settings...

@ Assign Tag...
G Remove Tag

[185G==T Pertormance | Resource Allocation | Storage Reports | Tasks | Events |

« [¥1 Show acknowledged

Allissues Object Severity Name

Triggered Alarms

0 Opens a virtual machine console in a

Revertto Latest Snapshot

Move To...
Rename.

Alarms >

All vCenter Actions >

Getting Started  Summary. ‘ Monitor | Manage Related Objects

This listis empty.

All Running Failed
Tiggered
My Tasks ~ More Tasks_
~ 7 Work In Progress o

All (0) New (0)  Ackno...

]

Oitems |~

Figure 17. Configuring vShield Manager virtual appliance.
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12.

13.
14.

15.

16.

17.

18.

Login to the vShield Manager Appliance using the following default credentials:
Login: admin, Password: default.

Type enable, re-enter the default password.

During the initial setup, you will have to log out of the vShield Manager Appliance and log back in before you can proceed with setup.
You will have to allow time for the vShield Manager to complete initializing.

Once you log back into vShield Manager, type enable and enter your Password. Type Setup to configure IP address, subnet mask,
gateway, primary and secondary DNS. If available, enter your DNS domain search list. If no DNS domain list is available, only fully
qualified hostnames will be resolved. Refer to figure 18 below.

Select “y” to save the new configuration. Logout and login back again to complete setup.

Send Ctrl-Alt-Delete | Full Screen

vShield Manager Appliance

Hint: Press Ctrl-Alt to release the cursor from the guest.

Manager login:
Manager login:
Mmanager login:
Mmanager login:
Manager login:
Manager login:
Manager login:
manager login: admin
Password:
Manager> enable
Password:
Manager# setup

Use CTRL-D to abort configuration dialog at any prompt.
Default settings are in square brackets '[1’.

IP Address (A.B.C.D): 18.192.32.2

Subnet Mask (A.B.C.D): 255.255.248.8

Default gateway (A.B D): 18.192.47.254

Primary DNS IP (A.B.C.D): 138.2368.44.100

Secondary DNS IP (A.B.C.D): 138.238.44.101

DNS domain search list (space separated):

Warning: Search list not set. Only fully qualified hostnames will be resolved.
0ld configuration will be lost, and system needs to be rebooted

Do you want to save new configuration (y/I[nl): _

Figure 18. Configuring vShield Manager virtual appliance.

Open an internet browser and enter the vShield Manager Appliance URL/IP address you configured above. Login into the vShield
Manager Appliance using the same default credentials: Login: admin, Password: default.

From Settings & Report folder located on left pane, click Configuration tab to configure Lookup Service URL, vCenter Server IP
address, DNS servers IP address, NTP server and Syslog Server IP addresses. An example is illustrated in figure 20 below.
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€ -

@ vshield Manager

C' | [ https://10.192.32.2/common/login_em. jsp; jsessionid=70CAEAA 1F733AC8352E1A791005512B3

/Muare, Inc. All rights

Figure 19. Configuring vShield Manager virtual appliance.

€« =

View: | Host & Clusters v | @

2

3 vshield app

Data Security

&% service Insertion

#% Object Library
= Datacenters
S)-TME-Lab
10.192.32.223
= VMware vCenter Server Appliance

(B Network adapter 1
& Win2012R2_1
1 Wireshark Mon W2ks
B Cluster 1
B Cluster 2

C' | [ hitps://10.192.32.2/actionltems.do?operation=login

You temn Administrator

are logged in as a S Logged in as:admin

Settings & Reports

Configuration tern Events Tasks

Updates Audit Logs

Support Backups  SSL Certificate  Networking

Lookup Service
For vCenter versions 5.1 and above, you may configure Lookup Service and provide the SSO administrator credentials to register vShield Manager as a solution
user. It is also recornmended to set the NTP server for SSO configuration to work correctly.

Lookup Service URL: Not Configured

vCenter Server

Connecting to a vCenter server enables vShield Manager to display the YMware Infrastructure inventory.
HTTPS port (443) needs to be open for communication between vShield Manager, ESX and ¥C. For a full list of ports required, see section "Client and User
Access" of Chapter "Preparing for Installation” in the "vShield Installation and Upgrade Guide".

vCenter Server: 10.192.32.224

Last successful inventory update was on 8/22/2014 3:45 PM (UTC)

Edit

To resolve all objects referenced using a hostname, you must provide one or more DNS servers common to vCenter, ESX hosts and other vSphere components.

DNS Servers
Primary Server: 138.239.45.101
Secondary Server: 138.239.45.103

Tertiary Server: Mot Configured

NTP Server

Specify NTP server below. For S50 configuration to work correctly it is required that the time on vSM server and NTP server should be in sync. It is
recommended to use the same NTP server used by the SSO server.

NTP Server: ntpl.emulex.com

Edit

Syslog Server

You can specify the IP address or name of the syslog server that can be resolved using the above mentioned DNS Server(s).
Syslog Server: Not Configured

Port: Not Configured

21

Figure 20. Configuring vShield Manager virtual appliance.
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19. You can also configure other settings such as Update software, add Users and define roles, check System Events and Audit Logs and
view vShield Manager Tasks etc. At this point, you can also change the default password by clicking Change Password.

View: | Host & Clusters ¥ @ Settings & Reports

onfiguration Updates

a Data Security

& service Insertion

{f} Object Library

ﬂ Datacenters

[l $3-TME-Lab

@ 10.192.32.223

(B YMware vCenter Server Appliance Identify User
(B Metwork adapter 1

Create a user local to vShield Manager or select a vCenter user to
1 Win2012R2_1 Select Roles assign role.

&) Wireshark Mon W2ks Limit Scope .
ﬁ Cluster 1 (s) Create a new user local to vShield
El@ Cluster 2 New user’s information:

Email: I

Login ID: *I

Full name: I

Password: *I

Retype password: *I

() Specify a vCenter user
() Specify a vCenter group

Previous Cancel

Figure 21. Configuring vShield Manager virtual appliance.
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7.0 Configuring VXLAN networking

1. To configure VXLAN segments, from the left pane on vShield Manager GUI, click Data center and click Network Virtualization tab.
Refer to figure 21A SJ-TME-Lab datacenter below.

2. Under Network Virtualization click Preparation.

view: [Host & Clusters v | @ SFUIEHLAD

General App Firewall

Q Preparation Network Scopes Networks Edges Refresh
=14 Settings & Reports

% vShield App List of Edge gateways installed in this datacenter.

- Fri * x Groon e
&% Service Insertion
£\ Object Library ] Name Status. Tenant Interfaces Size
= Datacenters
BB ST Lab |

10.192.32.223
= VMware vCenter Server Appliance
B Network adapter 1
-1 Win2012R2_1
-8 Wireshark Mon W2ks
& (ff Cluster 1
B[l Cluster 2

Figure 21A. Configuring VXLAN networking.

3. Click Edit, and select all participating clusters to participate in VXLAN networking. You need to designate a distributed switch and
assign a VLAN. Click Next. Refer to figures 21B, 21Cand 21D below for an example of this.

4. Specify transport attributes such as teaming policy and MTU. The teaming policy options are Failover, Static EtherChannel and LACP
v1,v2 and v3. Click Finish.

VXLAN introduces 50-byte overhead to the original frames. Therefore, the maximum transmission unit (MTU) in the transport
network needs to be increased by 50 bytes. If the overlays use a 1500-byte MTU, the transport network needs to be configured
to accommodate 1550-byte packets at a minimum. Jumbo-frame support in the transport network is required if the applications
require larger frame sizes than 1500 bytes.
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View: (st & Clusters v @ S3-TME-Lab

Endpoint | Network virtualization

l Q] Preparation  Network Scopes Networks Edges Refresh
=ig@ Settings & Reports
- -[@ vshield app
@) Data Security
&% service Insertion
- i\ Object Library
= Datacenters

=] )
10.192.32.223
@3 VMware vCenter Server Appliance
& Win2012R2_1
i Cluster 1
il Cluster 2
Select participating Select participating clusters
clusters Select one or more clusters to participate in VXLAN networking. For
» each cluster, designate a distributed switch to transport VXLAN traffic.
Specify transport
attributes
Use  Cluster A Distributed Switch VLAN
M @ Cluster 1 dvSwitch1_vxLaN | ~][2002
| &) |t Cluster 2 dvSwitch_VXLAN |~ || 2007
Previous
“« B

Figure 21B. Configuring VXLAN networking.

view: [Host & Clusters v | @D
App Firewall Endpoint Network Virtualization

Q Preparation Network Scopes Networks Edges Refresh

518 settings & Reports
B vShield App
@) Data Security

& service Insertion
i\ Object Library
&8 Datacenters
=]

[ 10.192.32.223

@ vMware vCenter Server Appliance
) Win2012R2_1

g Cluster 1

& () Cluster 2

Select participating clusters
Select one or more clusters to participate in VXLAN networking. For
” cach cluster, designate a distributed switch to transport VXLAN traffic.
Specify transport
attributes
Use | Cluster 4 Distibuted Switch vian

o b Cluster 1 dvSwitch1_VXLAN_Net 2000

M dh Cluster 2 dvSwitch1_VXLAN_Net 2000

Previous

Figure 21C. Configuring VXLAN networking.
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5.

|u .

“Norma

View: | Host & Clusters ¥ I@

=] @ Settings & Reports
R, vshield App
ﬂ Data Security
6 Service Insertion
L ﬁ\ Object Library
B ﬂ Datacenters

© IR

& YMware vCenter Server Appliance

£ Win2012R2_1
ﬁ Cluster 1
fl Cluster 2

CONNECT | VMware vSphere 5.5 VXLAN Networking and Emulex OneConnect® OCe14000 Ethernet Adapters

§1-TME-Lab

General App Firewall

Network Connectivity for VXLAN Traffic

Preparation  Network Scopes Networks Edges

Hosts & Clusters Status
v i Cluster 1 ¥ Ready
1019232221 v Ready
v fcluster 2 v Ready
@ 1019232222 v Ready

You are logged in s

a System Administrator

| Network Virtualization |

All hosts in a cluster must be connected to a distributed switch to enable VXLAN networking

Yrnknic IP Addresses
DHCP
vmk1:192.168.0.1
DHCP

vmk1:192.168.0.2

Distributed Switch
dvSwitchl_YXLAN_Net

dvSwitchl_VXLAN_Net

2000

2000

Figure 21D. Configuring VXLAN networking.

YLAN

After connectivity is established between hosts in Cluster 1 and Cluster 2, confirm that your setup is ready by the “Working” or
indication. If you see anything other than a good status, then you need to resolve the problem before proceeding.

Logged in as:ad

CONNECT - DEPLOYMENT GUIDE

Refresh

| @ Normal : Resolve | | Edit...

Teaming Policy MTU
Fail Over 1600
Fail Over 1600
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Click Segment ID tab, click Edit tab to add a Segment ID pool and Multicast address range. Click OK. Enter Segment ID pool range and

multicast address ranges as depicted in figures 21E and 21F below. The example below uses Segment ID Pool Range 5000 — 8000, and
Multicast Address Range 225.1.1.1 - 225.1.1.5.

Preparation

Metwork Scopes

Networks

Edages

Provide a segmentID pool and multicast range unique to this vShield
manager.

Segment ID pool:

*[5000-8000

Multicast addresses: =[225.1.1.1-225.1.1.5

Figure 21E. Configuring VXLAN networking.

View: Host & Clusters ¥ @

=] 9 Settings & Reports
h @ vShield App
+ Q Data Security
I 6 Service Insertion
Y Object Library
= pata
Bl s3-ThE-Lab
[ 1019232223
EIB YMware vCenter Server Appliance
E ) Win2012R2_1
- ff Cluster 1
Elﬁ Cluster 2

centers

CONNECT | VMware vSphere 5.5 VXLAN Networking and Emulex OneConnect® OCe14000 Ethernet Adapters

SJ-TME-Lab

General App Firewall Endpoint

Preparation  Network Scopes  Networks Edges

Segment IDs & Multicast IP Addresses allocation (system wide setting)

The poal of segment ID used to allocate to each vWire and their assigned multicast IP addresses

Segment ID pool: 5000-8000

Multicast address range:  225.1.1.1-225.1.1.5

Figure 21F. Configuring VXLAN networking.

Refresh

Refresh

Edit...
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7.

8.
9.

Click Network Scopes tab, click + to add a Network Scope name and description

participate in the Network Scope. Click OK.

wiew: | Host & Clusters ¥ | {)

[

142 Settings & Reports
3 vshield app
@) Data Security
& service Insertion
%\ Object Library
B Datacenters
El
10.192.32.223

() YMware vCenter Server Appliance|

&1 Winz012R2_1
&-[h Cluster 1
- [ Cluster 2

S3-TME-Lab

al App Firewall

Preparation Network Scopes Networks Edges

Create YXLAN Network

CONNECT - DEPLOYMENT GUIDE

.Select all Clusters that are available and ready to

Refresh

Name #[Tenanta

Description Website Apps and Databases

Network Scope [ Tenants_ABC_VXLAN |~
Scope Details

Name Tenants_ABC_VXLAN
Description  Host221 and Host222 VMs and Apps
v Clusters

Cluster 2 Ready

Cluster 1 Ready

~ Available Services

Figure 21G. Configuring VXLAN networking.

Click Networks tab and Click +. Create your VXLAN Networks by entering a name, description for the Network Scope. Click OK.

At this point, you can create additional VXLAN networks same as above for your network scope requirement as shown in figure 21H

below.

view: |Host & Clusters v | )
[ Q

=@ Settings & Reports
3 vshield app
@) Data Security
&5 service Insertion
i\ Object Library
=1 Datacenters
B
10.192.32.223
@ YMware vCenter Server Appliance
) Win2012R2_1
[+l Cluster 1
[l Cluster 2

Preparation Network Scopes Networks

+ x &
Name

o Tenanta
m Tenants

m TenantC

Edges

Status
oK
oK
oK

Network Yirtualization

Segment ID.
5000
5001
5002

Refresh

Multicast IP Address Edge
225111
22511.2
225113

Figure 21H. Configuring VXLAN networking.
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10. Now thatyou have configured your VXLAN networks, you can add an Ethernet adapter to your VMs and select a network connection.
On your web client GUI, click on vCenter Home > Hosts and Clusters. Right click on a VM. From the drop-down window, click on
Edit Settings... as shown in figure 22A below. Select New device > Network. Click Add.

((Vintual Haraware | vit Options | SRS Rules | vapp Options |

» / cPU 1 B

» 3 Memory 4096

» &3 Hard disk 1

> @ SCSlI controller 0 LSI Logic SAS

» (®) CDIDVD drive 1 [HustDevics | -] ¥ Connected

» [ Floppy drive 1 Client Device | 7] O connected
> Video card Spem’fy cuétom seftings | v

» 52 VNCI device

» Other Devices

» Upgrade [[] Schedule VIM Compatibility Upgrade..

New device: [ T Network H | A |

Compatibility ESXi 5.0 and later (VM version 8) Can

Figure 22A. Adding VMs to VXLAN networks.
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11. For the new network, select one of the virtualwires listed in the drop-down window as shown in figure 22B.

12. Select adapter type e.g. VMXNET3, click OK to complete setup. Refer to figure 22C below.

M VM Options | SDRS Rules l vApp Options ]

» [ cPU 1 - @
» M Memory - MB -
» 2 Hard disk 1 [40 =] [cB |v]

» B, SCSi controller 0 LS| Logic SAS

| v] [ Connected

» @ CD/DVD drive 1 [ Host Device

» [= Floppy drive 1 |v] [] connected

> Video card
» <52 VMCI device

[ client Device

Specify custom settings -~

» Other Devices
[[] Schedule VM Compatibility Upgrade...

-]

» Upgrade
~ [ New Network

Chariot_VM_Mgmnt

Status R ~ R
| vxw-dvs-161-virtualwire-1-sid-5000-Ter
Adapter Type . ) .
| vxw-dvs-161-virtualwire-2-sid-5001-Ter,
WAG Address | vxw—dvs—1G1—vinua|wire—3—sid—5002—TerlI puomencele

vxw-vmknicPg-dvs-161-2000-8e9004bt -

S TR
New device: [ [ Network I v] ‘ Add ‘
Compatibility: ESXi 5.0 and later (VM version 8) [ oK ] [ Cancel

Figure 22B. Adding VMs to VXLAN networks.

MVM Options | SDRS Rules | vApp Options ]

» | cPU 1 ~| @
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» &3 Hard disk 1 [40 = [GB [~]
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| v] [~ Connectea
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» Other Devices
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Figure 22C. Adding VMs to VXLAN networks.

CONNECT | VMware vSphere 5.5 VXLAN Networking and Emulex OneConnect® OCe14000 Ethernet Adapters



30

CONNECT -

DEPLOYMENT GUIDE

13. From Home, click on Networking, dvSwitch. Choose Manage > Settings > Topology to confirm your VXLAN setup. In Figure 22D,
dvSwitch_VXLAN_Net virtual distributed switch is selected for this configuration example.

14. Figure 22D below, depicts dvSwitch1_VXLAN_Net virtual distributed switch and TMEVCS Topology. DvSwitch1_VXLAN-DVUplinks
listed include vmnic6 and vmnic7 on Host 221 and vmnic6 and vmnic7 on Host 222, which are Emulex OneConnect OCe14000

network adapters used for uplinks to the physical network.

vmware’ vSphere Web Client # @

| & dvSwitch1_VXLAN_Net | Actions +

U | root@localos + | Help ~

=

‘

8e|

v G TMEVCS
v [l SJ-THE-Lab

Getting Stated  Summary  Monitor | Manage | Related Objects -

m Alarm Definitions |Tags | Permissions ‘ Network Protocol Profiles ‘ Ports. | Resource Allocation ]

@ Chariot_VM_tgmnt
aQw «
@ VM Network
@ VM Network 3- VM Test Net
@ VM Test Network 2
s dvSwitch1_VXLAN_Net

& dvPortGroup

& dvSwitch1_VXLAN-DVUplinks-161

& viw-dvs-161-virtualwire-1-sid-5000-TenantA

& vow-dvs-161-virtualwire-2-sid-5001-Tenants

&, viw-dvs-161-virtualwire-3-sid-5002-TenantC

& Vow-vmknicPg-dvs-161-2000-8e9004bb-5a95-404c-Ofce-33431701de5

Topology

Properties
Private VLAN
NetFlow

Port mirroring
Health check

2B=0

&, dvPortGroup

VLANID: -
Virtual Machines (0)

2, vow-avs-161-virtualwire-...

VLAN ID: 2000
Vv Virtual Machines (1)
‘Windows_VM

2, viw-dvs-161-virtualwire-...

VLAN ID: 2000
v Virtual Machines (1)
VM101_RH65

2, viw-dvs-161-virtualwire-...

VLAN ID: 2000
v Virtual Machines (1)
VM102_RHB5

2, viw-ymknicPg-vs-161-...

VLAN ID: 2000

¥ VMkernel Ports (2)
vmk1:192.168.0.1
vmk1:192.168.0.2

Virtual Machines (0)

[l ]

29 e
¥ dvSwitch1_VXLAN-DVUplinks.. @

v ' dvUplink1 (2 NIC Adapters)
vmnic6 10.192.32.222
vmnic§ 10.192.32.221

v B dvplink2 (2 NIC Adapters)
vmnic7 10.192.32.222
vmnic7 10.192.32.221
B® dvUplink3 (0 NIC Adapters)
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it Tasks
All Running Failed
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Status of other host hardware ...

Figure 22D. VXLAN networking configuration.
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8.0 Adding Physical Adapters for VXLAN Networking

1. Toadd OCe14000 network adapters as physical adapters to your ESX host to participate in VXLAN networking, from
Host and Clusters, select a Host e.g. Host 221 shown in 23A. Choose Manage, Networking, click on Add Host Networking icon
under physical adapters:

vmware* vSphere Web Client # & U | root@localos ~ | Help~ |
@ 1019232221 | Actions ~ |=x X
Getting Started  Summary  Monitor | Manage | Related Objects ~ [ RecentTasks o]

~ (B TMEVCS [«]
+ [l SITHE-Lab [ settings [Wtworking | storage | Alarm Definiions | Tags | Permissions | Al (RO

~ [P Cluster 1

“ Physical adapters.

VM100_RHE5 Virtual switches g & [@V \/W‘
Bpi1o1_RHes VMkernel adapters e
5 VM102_RH85 Device Actusl Speed  Configured Speed Switch MAC Address o #

B VM103_RH85 Emulex Corporation Emulex OneConnect OCe14000 NIC -
) VI104_RHB5 TCPAIP configuration [ vmnic 10000 Mb 10000 Mb dvSwitch1_VX.. 00:90:fa:6c:02:e6  No
3 VM105_RHES Advanced Fl vmnic7 10000 Mo 10000 Mo avSwitch1_VX.. | 00:90fa:6c02:de  No
g x::1g:’§::: . vmnicg8 Down Auto negotiate = 00:90:fa:6¢c:02:fe No

" vmnicd | Down Auto negotiate - BC03: No
&1 VIM108_RH85

1 VM109_RHES [ Eorporeion L0 G ReTeors Conseeitn ) J\j ~ 7 WorkinProgress [
1 VM110_RHES . 31 VII100_RHSS - Eait..
@ VM111_RHB5

& VM112_RHB5
& VM113_RHE5
& VM114_RHES
& VM115_RHES S ——
& VM_Lat_RHES ~ O Alarms o
woman [ | ewc) _pcmon.._|
@ 1019232222 © selecta physical network adapter from the listto view or editits A 1019232222
(8 VM200_RH65 Status of other host hardwar.
& VM201_RH6E5
& VM202_RHB5
& VM203_RHB5
& VM204_RH65
(1 VIM205_RHB5
1 VIM206_RHB5
1 VM207_RHB5
1 VIM208_RHB5
&1 VM209_RHB5
&1 VM210_RHB5
&1 VM211_RH85
&1 VM212_RH85
& VM213_RH6E5

My Tasks ~ More Tasks

Figure 23A. Adding OCe14000 physical adapters.

2. Forconnection type, select Physical Network Adapter. Click Next.

E 10.192.32.221 - Add Networking
I

1 Select connection type Select connection type

Select a connection type to create.
2 Select target device

©

3 :":(f" ;:Ln[rsical Lz () VMkernel Network Adapter
= The VMkernel TCP/IP stack handles traffic for ESXi services such as vSphere vMotion, iSCSI,
4 Ready to complete NFS, FCoE, Fault Tolerance, Virtual SAN and host management.

(=) Physical Network Adapter

A physical network adapter handles the network traffic to other hosts on the network.
o Virtual Machine Port Group for a Standard Switch

A port group handles the virtual machine traffic on standard switch.

Back [ Next Finish Cancel

Figure 23B. Adding OCe 14000 physical adapters.
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3. For VXLAN traffic, select previously configured VDS switch. Click OK.

Select a standard or distributed switch to which to add physical
network adapters.

Switch

(= dvSwitch1_VXLAN_Net
£t vswitcho

it vswitch1

£t vSwitch2

it vSwitch3

KR! a2 I

Figure 23C. Adding OCe14000 physical adapter.

4.  Click+icon to add physical network adapter to an uplink port.

+~ 1 Select connection type Add physical network adapter
Assign physical network adapters to the switch.

~ 2 Selecttarget device

iV Add physical network . .
3 adapter Uplink ports:

+~/ 4 Ready to complete 4 o
Uplink Port
dvUplink1

(no adapter) Select a physical network adapter from the lists to view
dvUplink2 its details.

(no adapter)
dvUplink3

(no adapter) H
dvUplink4

(no adapter)

| Back || Wext || Finish || cancel

Figure 23D. Adding OCe14000 physical adapter to uplink port.
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5. Select Uplink dvUPlink1, vmnic6 is an OCe 14000 adapter port. Click OK. Click Next.

Uplink: [ @vuplink1 [~])

Network adapter:

All | Properties CDP LLDP

Adapter Emulex
Corporation
Emulex
OneConnect
0OCe14000
NIC

Name vmnict

Location PCI190:00.1

Driver elxnet B

EE ]
oK Cancel |

vmnic7
vmnicg
vmnic9
vusb0

Figure 23E. Adding OCe14000 physical adapter to uplink port.

6. Confirm and click Finish to complete setup.

+ 1 Select connection type Ready to complete
Review your settings selections before finishing the wizard.

~ 2 Select target device

2 :g:,,':g‘,’s"’a' network Distributed switch: dvSwitch1_VXLAN_Net

(e Assigned adapters: vmnicé

Figure 23F. Adding OCe14000 physical adapter to uplink port.
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Figure 23F. Adding OCe14000 physical adapter to uplink port.

9.0 Confirming Emulex OCe14000 VXLAN Offloads Enabled, Disabled

1. Typically, VXLAN offload is enabled by default in recent OCe 14000 driver and firmware releases. However, if you need to confirm
that the OCe14000 VXLAN offload is enabled, use a SSH client to log in to your ESX host. Confirm all vmnic interfaces for OCe 14000
network adapters are valid using a web client or use esxcli network nic list command to show all adapters in the ESX host.

Figure 24. Confirming OCe14000 VXLAN offloads enabled, disabled.

2. To confirm offload are enabled on each OCe 14000 adapter, use the VMware VMkernel Sys info Shell (vsish) command:
~#vsish —e get [net/pNics/vmnic6/stats | grep vxlan

| VMware vSphere 5.5 VXLAN Networking and Emulex OneConnect® OCe 14000 Ethernet Adapters



3. Figure 25 illustrates use of vsish command to determine if VXLAN is enabled for OCe14000 adapters, vmnic6 and vmnic7 respectfully.
If the offloads are enabled, you will see vxlan_offload: true status. Otherwise, if disabled you will see vxlan_offload: false status.
However, unless it is disabled by choice the default mode is VXLAN enabled.

Figure 25. Confirming OCe14000 VXLAN offloads enabled, disabled.
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10.0 Conclusion

This paper provides the administrator with steps to configure Emulex OneConnect OCe14000 network adapters in a basic VXLAN
network with clustered ESX hosts. VMware network virtualization solutions with Emulex network adapters can provide enterprises and
cloud infrastructures with greater flexibility and control over their networks.

In addition, Emulex VNeX technology can increase network performance as well as reduce the burden of VXLAN packet processing by
CPUs in ESX hosts. This provides ESX host more processing capability, improved CPU effectiveness and server power efficiency.
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