>C€ EMULEX

An Avago Technologies Company

Deploying Cloudera CDH (Cloudera
Distribution Including Apache
Hadoop) with Emulex OneConnect
OCe14000 Network Adapters




Table of Contents

Introduction 3
Hardware requirements 3
Recommended Hadoop cluster hardware specification 4
Installation and configuration of servers 5
1. Verification of NIC profile/firmware/driver versions for all servers 5
2. Assign IPv4 address to port 0 on every server. 7
3.Setup passwordless SSH on all servers 8
4. Configure/etc/hosts file 9
5.Install Java 10
6. Disable Firewall 10
Installing and Configuring CDH Hadoop 10
Verification of Hadoop cluster 16
1.Create a sample file 16
2. Copy the file to HFDS 16
3.Run the inbuilt * jar application 17
Conclusion 18
References 19

2 LAB GUIDE | Deploying Cloudera CDH (Cloudera Distribution Including Apache Hadoop) with Emulex OneConnect OCe14000 Network Adapters



Introduction

The rapid growth of social media, cellular advances and requirements for data analytics has challenged the traditional methods of data storage and
data processing for many large business and government entities. To solve the data storage and processing challenges, organizations are starting to
deploy large clusters of Apache Hadoop — a solution that helps manage the vast amount of what is commonly referred to as big data. The Emulex
OneConnect® family of OCe14000 10Gb Ethernet (10GbE) Network Adapters plays an important role in the Hadoop cluster, to move the data
efficiently across the cluster.

This lab guide describes the necessary hardware, software and configuration steps needed to deploy the Cloudera CDH 5.x (Cloudera Distribution
Including Apache Hadoop) with the Emulex family of OCe 14000 10GbE Network Adapters. A brief introduction to centralized management of
0Ce14000 Adapters using Emulex OneCommand® Manager is also being reviewed.

Intended audience: System and network architects and administrators

Hardware requirements
For this lab guide we implemented a five-node cluster, but this is scalable as required. Adding a new DataNode to a Hadoop cluster is a very simple
process. However, NameNode’s RAM and disk space must be taken into consideration before adding additional DataNodes.

NameNode is the most important part of a Hadoop Distributed File System (HDFS). It keeps track of the directory tree of all the files in the file
system, and tracks where in the cluster the file data is kept. It also is the single point of failure in a Hadoop cluster. With Hadoop 2.0, this issue
has been addressed with the HDFS High Availability (HA) feature (refer to Apache’s “HDFS High Availability Guide”). It is always recommended to
implement high availability in the cluster.

A DataNode stores data in the HDFS. A cluster will always have more than one DataNode, with data replicated across all of them.

The required hardware for implementing and testing Hadoop with OCe14000 10GbE Adapters is listed below:

TN Node (MasterNode); 3
Any server with Intel[AMD ameNode (MasterNode); 3 ormore

Server 4 or more . . DataNode (SlaveNode, JobHistoryNode,
processors, which support Linux
ResourceManager)
Hard drives 2 or more perserver  Any SAS or SATA drive
RAID controller 4 or more Anyserver, which supports Linux
RAM 48GB+ per server
Emulex OCe14000 Network The OCe14102-UM adapter was used in this
4 or more 10GbE network adapters .
Adapters configuration
Switch 1 10Gbps switch
Cables 4 or more 10Gbps optical SFP+ cables

Figure 1. List of hardware required.
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http://hadoop.apache.org/docs/r2.3.0/hadoop-yarn/hadoop-yarn-site/HDFSHighAvailabilityWithNFS.html
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Figure 2. Sample configuration.

Recommended Hadoop cluster hardware specification
There are a lot of factors affecting the choice of hardware for a new Hadoop cluster. Hadoop runs on industry-standard hardware. However, selecting

the right mix of CPU, hard drives or RAM for any workload can help you make the Hadoop cluster more efficient. The recommendations below are
formulated from Cloudera. Please consider your organization’s workload before selecting the hardware components.

CPU 2 quad/hex/oct core CPUs, running at least 2GHz
NameNode Hard Drive 2 or more 1TB hard disks in a RAID configuration

RAM 48 -128GB

CPU 2 quad/hex/oct core CPUs, running at least 2GHz
DataNode Hard Drive 2 or more 1TB hard disks in a JBOD configuration

RAM 64-512GB

Figure 3. Recommended server specifications for a NameNode and DataNode.
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Software requirements

Software Components Quantity Application Note Components

Cent0S 6.4

5 or more
Java 5 ormore
Cloudera Manager 1
CDH 5 1
0Ce14102 Firmware 5 or more
0Ce14102 Driver 5 or more
Emulex OneCommand

5 or more

Manager

Installation and configuration of servers

Any supported Linux or Windows OS
Java 1.6.x or higher
Centralized management for Cloudera’s CDH

CDH 4.x or higher for implementing Hadoop 2.x

Download the latest firmware from the Emulex website.

Download the latest driver from the Emulex website.

Download the latest version of OneCommand
Manager from the Emulex website.

Figure 4. Software requirements.

Java1.7.0
Cloudera Manager 5.3.3

CDH5.0.6
10.2.370.19
10.2.363.0

10.2.370.16

Install CentOS 6.4 on five servers. For this lab guide, five different names were assigned to the servers. Essential services like ResourceManager and
JobHistory Server were split across the SlaveNode. The names along with the roles are listed below:

1.
2.

5.
6.

Elephant : NameNode Server (MasterNode)

Monkey : JobHistory Server, DataNode (SlaveNode)

Horse : ResourceManager, DataNode (SlaveNode)

Tiger : DataNode (SlaveNode)
Lion : DataNode (SlaveNode)

Workstation-centos: Centralized Cloudera Manager Server

Connect the OCe14102 Adapter to the PCI Express (PCle) slots. Upgrade the adapter with the latest firmware, driver and version of OneCommand

Manager.

Connect port 0 of every server to the top-of-rack (ToR) switch and ensure that the link is up.

Note: There will be a system reboot required for upgrading that firmware.

1. Verification of NIC profile/firmware/driver versions for all servers.
Verify the Network Interface Card (NIC) profile in the following steps:

a.
b.

C.

Start OneCommand Manager.

Select the OCe14102-UM Adapter and go to the Adapter Configuration tab.

Ensure that the personality is set to NIC.
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OneCommand(TM) Manager

LM 00.60-FA-6A-FB-5E
Port 1
LM, 00-90-FA-6A-FB-66
=H#m S54FLR-SFP+
Port 1
% so-c1-66-7F-5¢-20

Figure 5. NIC personality verification.

Verify the firmware version in the following steps:
a. Selectthe OCe14102-UM Adapter and go to the Firmware tab.

b.  Ensure that the firmware version is same as the one in which you have upgraded.

OneCommand(TM) Manager

LM 00-90-Fa-62-FB-SE

Port 1
LM 00-90-FA-6A-FB-66
S554FLR-SFP+
Port 1
& 80-C1-6E-7F-5C-20
80-C1-6E-7F-5C-21
L a0 ign.1690-07.com.emulex:80-c1
Port 2
H 80-C1-6E-7F-5C-24
80-C1-6E-7F-5C-25

L =5 ign.1990-07.com.emulex:80-c1

Figure 6. Firmware verification.
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Verify the the driver version in the following steps:
a.  Start OneCommand Manager.
b. Select NICfrom Port 0 or Port 1 of the OCe14102-UM Adapter and go to the Port Information tab.

c.  Ensure that the driver version is the same as the one in which you have upgraded.

OneCommand(TM) Manager

0Celdlo2-UM
ort
Port 1
LN, 00-90-FA-6A-FB-66
554FLR-SFP+

Port 1

80.C1-6E.7F.5C.20
80.C1-6E-7F-5C-21
L= ign.1890-07.com.emulex&d
Port 2
80-C1-6E-7F-5C-24
80-C1-6E-7F-5C-25
0 ign.1990-07.com. emulexB0-cl

Figure 7. Driver verification.

2. Assign IPv4 address to port 0 on every server.

a.  Assign the following IP addresses to port 0 of the OCe 14102 Adapter using Network Manager or ipconfig.
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b.  Verify the IP address assignment using OneCommand Manager.

oneCommand({TM) Manager

Eile Edt View Port Discovery Batch Help

E M FlndHnst:Q

s Hosts | Port Information-stazs VFD |

=k Elephant

=k Port 2 =
N 80-C1-6E-7F-SC-24
EH%, 50-C1-6E-7F-5C-25
L= ign.1990-07.com.emulex80-c1 IPv6 Address:

MNetwark Boot
_ None
(& pPYE

. o
=HEm 0Celdl02-UM Driver Name:

St Port O Driver Version:

L% 00-00.FA-6AFB-5E| MAC Address:

=3 Port 1 Perm MAC Address:
LM, 00-90-FA-GAFB-66 IPvd Address:

=l 554FLR-SFP+ Subnet Mask:

ELae Part 1 Gateway Address:
4 80-c1-66-7F5¢-20 T
-}-”‘:\190.(1 i ;'SC 2 Maximurn Bandwidth:

a0 ign. 1990-07.com. emulex:g Minirum Bandwidth:

IPvE Gatewsy Address:

beaZnet.ko
10.2.363.0
00-80-FA-GA-FB-5E
00-80-FA-GA-FB-5E

Device ID:
SubSys Device ID:
Vendor ID:

10.8.1.11 Address Origin:
255.255.255.0 | Function
0.0.0.0 1 Bus Number:
Link up MTL:

ethd Current MTU!

10 GBit/sec Port Speed:

10 GBitfsec

ubSys Vendor ID:

0720

e800

10df

10df
STATIC

0

36

2000

1500

10 GBit/sec

Faﬁn::zsﬁ:fafﬁfaﬁa:fbswﬁd

Faeu:;m

Figure 8. P address verification.

3. Setup passwordless SSH on all servers.

a. Generate authentication Secure Shell (SSH)-keygen keys on Elephant using ssh-keygen-t rsa.

Figure 9. ssh-keygen output.

Note: logged in user should have privileges to run the ssh-keygen command or run the sudo command before running the ssh-

keygen command.
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b.  Runssh-copy-id -i ~[.sshfid_rsa.pub root@HOSTNAME for Monkey, Lion, Tiger and Horse.

Figure 10. ssh-copy sample output.

Note: ssh-copy-id command must be run for all the servers in the cluster to enable the login to SSH without a password
(passwordless login).

c. Verify that the password ssh is working.

Figure 11. Verification of passwordless ssh.

4. Configure/etc/hosts file.

The host names of the servers in the cluster along with the corresponding IP address need to be added to the [etc/hosts file. This is used for the
operating system to map host names to IP addresses.

a. ThePort0IP assigned to the OCe14000 series adapter corresponding to each host should be added to the [etc/hosts file. Add the lines

listed below to the [etc/hosts file on Elephant.
10.8.1.11 Elephant

10.8.1.15 Horse

10.8.1.12 Monkey

10.8.1.12 Tiger

10.8.1.14 Lion

10.8.1.45 workstation-centobu4

Copy the [etc/hosts file from Elephant to Horse, Monkey, Tiger, Lion and workstation-cento6u4 using the scp command

Figure 12.scp/etc/hosts.

Note: [etc/hosts should be copied to all the servers in the Hadoop cluster.
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5.Install Java
Download and install Java on all of the hosts in the Hadoop cluster.

6. Disable Firewall
For this Application Note, the firewall was disabled. Please consult your network administrator for allowing the necessary services by the firewall to
make the Hadoop cluster work.

Installing and Configuring CDH Hadoop
Notes:

= Please follow the Cloudera instructions on installing CDH Hadoop according to your environment’s need.

For this guide we have implemented CDH 5.3 using the package method using Cloudera Manager.

All config file changes are made using Cloudera Manager and are deployed on the clients using Cloudera Manager.

Config files for Hadoop are present under [usr/lib/hadoop/etc/hadoop or [etc/hadoop.

Scripts are located in the Appendix.

1. Download Cloudera Manager on the centralized management server. Follow the instructions listed on the page to install the
Cloudera Manager.

2. Open a browser and type the IP address and login. Select Cloudera Express from the start page.

TMe Edt View History Bookmarks 1ools Help

Jwelcome to Cloudera Manager... | & |

@ @ 10.193.34.196:7180/cmf/license/wizard?retumnUrl =%2Fcmf%2Fexpress-wizard%2Fw v (3| (43~ G

cloudera Support - L admi

Welcome to Cloudera Manager. Which edition do you want to
deploy?

Upgrading to Cloudera Enterprise Data Hub Edition provides important features that help you manage and
monitor your Hadoop clusters in mission-critical environments.

Cloudera Cloudera Enterprise Cloudera Enterprise
Express Data Hub Edition Trial

v

License Free 60 Days Annual Subscription

After the trial period, the product will =
continue to function as Cloudera Express.
Your cluster and your data will remain
unaffected Cloudera Enterprise is available in three
editions:

« Basic Edition
+ Flex Edition
+ Data Hub Edition

M Continue

Figure 13. Cloudera Manager.
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3. Follow the instructions to install CDH 5.3.3

B 08 ew Hpey BRRM B e
[ LT r———— Y
- ([ e > [ L.

Thank you for choosing Cloudera Manager and COH.

11

I e e S Pt Specify hosts for your CDH cluster installation.

b Bgre iy e sy kovre mphcabions)]
* Apache Hadoo (Corman. HOFS. WapRedus. YARM)

* Mouche bilass ey

per Festts theukd be speciiod utng T tame hacrame (FOON) i Sey wil [ Seeerr——,

» Bpuacta O Cloudera 1ecommends indiudng Cloudera Manager Server's sl Tha wil diue enabie Nealth mononng
2 pmatss Ehy Ko thal haa

5 ot (Mgt Wmnae)

» Mpucta Fuma Hint: Search for hostrames and or P addresses using palierns =

= Gt g (At bbesst]

« Apaha Serery [SUS R ——rw—")

» Apacts Sepop
« Cimrbern Searee (hgsache omvserd)
® Aquche Sgan

Y arw g Clousera Masager b sl avd costgues s |
Manager by icking 4a e Suppen ma; shove S5H Foit

Specify hosts for your CDH cluster installation.

Hesis should be speciled using the same hosiname (FODN] ihat they wil iiensly hempsives wih

Cloudara rocommands. incuding Clousdera Managar Serer's hast Thas wil also orabis Faalh montorng
for thai host.

Hint: Searck kor histnimes andiod IP s3desias ubng palieing &

§ hioats scanned, § runring SSH
Cluster Installation

Galoct Repository
@ Expanded Query Hostnams (FODM) P Addmas Curently Mensged Resull
oh - Einudoes tocormends e ae of parces e ratalaton v Eaduagen bocaine e e-abie
L . E = L of Hostr Marger 1o sandy ~arage Ta scflwine or pour Cualer AUmaing Fe depioy—end a7 e
W horse Herse WAL Mo o Fogty  bearies Elocing sl ie use parcels wil sequne you i marsaily upgrace packiges 0 ol hests ¢
chuier when SORWIN DS M dvislabie. 4 wil Berernt yOu b e Giisdera Uanager
B kA Lioa WELH  No of HOS T upgrade capabiies
@ monkey Monkey WALEE N o Hostr Chooss Method | (& Lne Packages &
# tiger Tiger WALT Mo o Mostr Uit Pt (Rescommmesied @ Wory Opfior
Heinet the weries ol £0H
uB (-1
Cluster Installation e
Provide SSH login credentials. i prirane o CDH pow mist b inatall oa yeur bosts,
# Laweit Feipase of COH §
Root scoess io your hosts is required o insiall ihe Cloudera pachages. This installer will conm c.tuf]]
it il SSH el koxg in eslieer cliroctly s rool OF 03 Srchar uier with passwond sl w-s = ——
St Cluster Installation
Logn To Al Hosts As: @ ot
Ancthar usar
comp ully.

Yo may carnnst va pasiweed o pubic-hay avheniaten i e e sected vt (R

Rujth il nte Musthod & ANl OIS BCoHD! 1AME paiTwoid

" "
a B 5 ol 5 hostis) completed successiully.

Hosiname IP Address Progress Status

P [erere
e Elaphant 108111 B  irsiataticn compiated successhully. Detaile =

Caenirm Baspword S
Horse 10.8.1.15 B  'rstalation completed successtully. Details @

Back osaoBo o

L Lion 10.8.1.14 B  'rsialation completed successhully, Detaily @
Morikery 10.8.1.12 B  sialation completed siccesstully. Details &
Tiger 10.8.1.13 B / 'rcataton completed successfully. Detaily @

Figure 14.CDH 5.3.3 install.
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4. Install the services required for your environment. For this application note, under Custom Services, HDFS and YARN services were chosen.
Assign roles to the host in the cluster.

12

Choose the COH 5 services thal you want o install on your cluster,

Crouse & combenahon of services i nsial

Care Hadosp

HEFS, YARN (bapRlodise 2 Included], 2
Com with HBase

YARN (MapRleduce 2 Inch
Core with Impala

HOFS, YARM (bagRledise 2 Insk
Cor with Seanch

HOFS, YARN (WapRlecise 2 inck
Corm with Spark o
HOFS, YARM (Magfleduce 2 inck | —
Bl Serveced

HOFS, YARN flapfodice 2inck | o
Spas and Key: Vi Siors bnde: 1
Custem Services
Croone your own servees
an b ndkded afies pour i

0O 4% Spark

O @ Sqoop2

El ™ YARN (MR2 included)

0O d ZooKeaper
@ Cloudera Management Service

n Service Maonfior = B
Tiger = Tiger

B Aost Pubisher =
Tiger =

! YARN (MR2 Included)

IR Acivity Moritor =

Hookaeger, Do, Hare. o, ard Sooop
@ Custom Services
Choose your own services. Services required by chosen services will aulomatically be included. Flume
«can be added after your initial cluster has been set up.

Apache HBase provides random, réal-lime, read'wrile access to large

Sarvice Type Description

H HBase
data sets (requires HDFS and ZooKeepar).

B HDFS Apache Hadoop Distributed File System (HDFS) is the primary
slorage system used by Hadoop applications. HOF S creates multiple
replicas of data blocks and disiributes them on compute hosts
thicughaut & chisler 16 enskls ralskis svtramaks ranid e 4atnns

HDFE.

Apache Spark i an open source cluster computing system. T
service runs Spark as an application on YARN,

Sqosp i a tool designed for elficiently iranslerring bulk data |
Apache Hadoop and structured datastores such as relational
databases. The version supporied by Cloudera Manager is §

Apache Hadoop MapReduce 2.0 (MRvZ), or YARN, is a data
compatation framewark that supports MapReduce applcatior
irequires HDFS).

Apache ZooKoeper is a centralized service bor maintaining ar

“ Ewei

Tiger =

n Host Monilor =
- Tiger =

Cluster Setup

Customize Role Assignments

Yo can customize the role assignments o your new custer hane, but if assignments are made incorrectly. such
A assigning oo many roles. to a single host, this can impact e parformance of your services. Cloudera dess. nol
recommend aliering assignments unkss you have speciic requinements. such as having pre-sslected a specific
host bor 3 specific role.

Vou can s view i rie assignments oy o, ([T

@ HoFS

[N Mamaticas - = Bl Balarcar - 1 hew [ HpFS
Elephant = Lin Lion | Setect hoss
T NS Gateway 0 Catatiode « & Mew

Splect hosts

AL 1 T LRSI LA B PR, 8 L S LILMERTIR, LG L9 UL 1 3 SR

fa the Installing and Conliguring an External Database section of the bnitalaton Guids &

\Use Custom Datsbases
# Usa Embedded Database

Whian using tha database. are automatally o Phase copy thim doar

Activity Monitor + Successtul

Currenty assigned ta run on Tiger

Database Host Hame: Database Type: Database Usemname:  Passwo
Mamas

PostgraS0OL =

e oeeooo

moatime option and the disks
shouikd be configuned using JBOD
RAID is: mat recammended

IRl ResourceManager [ JobHistory Server [ NodeManager »
Horse = Mankey = Same As DataNode »
Databode Data Datshics Delaut Qroup = Comma-de
Dirsctary i U R
it clada o is Datahode
A4 Aatanode data i rooldata2idinidn o = Typical wah
lori=1.2
rootidatadidisidn +* = should be 1
aal'datlad/dte'dn , -
roobidatas disidn * =
roobidatabidisidn + -
rootdataTidisdn + =
DataNods Failed Datshizay Delsut Grsip =
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5. Set up the slaves, *xml config files and hadoop_env.sh according to the needs of your environment. For this lab guide, the configuration
changes were made for HDFS and YARN under the configuration tab:

Cluster 1
o HDFS status c udits Charts ~ X @ E @actons~
Configuration Switch to the new layout
a | * Role Groups W ot | save cnanges |
Category Property Value Description
-¥ ZooKeeper Service Default value is empty. Click & Name of the
ZooKeeper service
.
Balancer Default Group that Ihis HOFS
» DataNode Delault Group -
+ Failover Controlier Default Group ' YARN (MR2 Included) @B ®acons-
* Gateway Default Group Status  Instances Audits Chans Library
» HitpFS Default Group
Configuration Switch 1o the new layout
* JournalNode Default Group
» NFS Galeway Default Group ail x Role Groups | #8 | _
* NameNode Default Group Category Property Value Description
» SecondaryNameNode Default Group [LEH HDFS Service ® HDFS Name of the HOFS service that this YARN
Reseltoemply  service instance depends on

» Gateway Default Group
» JobHistery Server Default Group
* NodeManager Defaull Group

+ NodeManager Group 1

+ ResourceManager Default Group

Enable ResourceManager ACLS
yarn.acl enable det

default value

Hame of the Zookeeper service that this
YARN service instance depends on

ZooKeeper Service

Whether users and groups specified in
Admin ACL should be checked for
authorizabion to perform admin operations.
Admin ACL
yarn.admin.acl

ACL that determines which users and
groups can submit and kill applications in
any poal, and can issue commands on
ResourcelManager rales

Enable Log Aggregation @ Whether to enable log aggregation

Figure 16. Configuration changes.

6. Below are the configuration changes which were made:

Name Value

mapreduce.framework.name yarn
mapreduce jobhistory.address monkey:10020
mapreduce jobhistorywebapp.address monkey:19888
yarn.app.mapreduce.am.staging-dir [user
mapred.child.java.opts -Xmx512m

dfs.namenode.name.dir

file:/[[disk1[dfs[nn,file:[/[disk2[dfs[nn

dfs.datanode.data.dir

file:/[[root/Desktop/datal/dn

yarn.resourcemanager.hostname

horse

yarn.application.classpath

Leave the value specified in the file

yarn.nodemanager.aux-services

mapreduce_shuffle

yarn.nodemanager.local-dirs

file:///root/Desktop/datal/nodemgr/local

yarn.nodemanager.log-dirs

[var[log/hadoop-yarn/containers

yarn.nodemanager.remote-app-log-dir

[var/[log/hadoop-yarn/apps

n.log-aggregation-enable

true

13

Figure 17. Configuration parameters.
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7. Deploy the configuration to the clients by going to the home page and under Cluster 1, click on “Deploy Client Configuration”.

Home sStatus  All Health Issues [[JE]  All Configuration Issues  All Recent Commands Add Cluster

Try Cloudera Enterprise Data Hub Edition for 60 Days

@® Cluster 1 (CDH 5.3.3, Packages - Charts 30m th 2h 6h 12h 1d 7d 30d @&~
@ IE Hosis Add a Service Cluster CPU
® @ HDFS
Start T
@ ¥ YARN (M

Restart
Cloudera Mai

@® [Ecioudera Deploy Client Configuration
Upgrade Cluster

n

Refresh Dynamic Resource Pools

Enable Kerberos mHost CPU Usage A... 0.13%
Host Inspector (Cluster)
Cluster Disk 10

View Client Configuration URLs

o dand

Figure 18. Deploy client configuration.

8. Start the Cloudera Management Service by clicking on Start under “Cloudera Management Service Actions”.

Cloudera Management Service

@® [ cCloudera Mana... -

Cloudera Management Service Actions

Stop
Restart

Rename
Delete

View Maintenance Mode Status

Figure 19. Start Cloudera management service.
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9. Start all the services by clicking on Start under “Cluster1” on the home page.

h @ 10.193.34.196:7180/cmf/home

Home status

® Cluster 1
®
® @ HDFS

@ ™ YARN (M

£E Hosts

Cloudera Ma|

® [ECloudera

All Health Issues [  All Confi

Add a Service

Start
Stop
Restart
Rolling Restart
Deploy Client Configuration
Deploy Kerberos Client Configuratior
Upgrade Cluster
efresh Cluster
Refresh Dynamic Resource Pools
Enable Kerberos
Host Inspector (Cluster)

View Client Configuration URLs

Figure 20. Start the services in the cluster.

10. The status and roles on the clients can be seen under the “Hosts” tab.

40S1S Status  Configuration Templates  Disks Overview  Parcels

atus N Add Mew Hosts 1o Cluster  Host Inspecior  Rle-run Upgrade Wizard
Fillars 0 Actions for Selected = Display 25 | Eniries
v SEARCH
Last
“MName *Cluster © IP Rales. Heartbeat  Load Awerag
o A @ Elephant Cluster 1 108111 » 1 Rl 1498z age 053 045 0.3
@ Hose  Custor! 108115 v 3 Role(s 501sago 033 378 3.4
atiesn ® Lion Cluslor 1
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Figure 21. Service status on clients.
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Verification of Hadoop cluster
To verify the Hadoop cluster, a simple wordcount example can be run.

1. Create a sample file.

Create a sample file with a few test sentences using the VI editor on Elephant: viinput_word_count.

2. Copy the file to HFDS.

Figure 22.Sample file.

For Elephant, create a directory named “in” in HDFS and copy the sample file input_word_count to HDFS under the “in” directory:

hadoop fs -mkdir [in
hadoop fs -put input_word_count [in

hadoop fs -is fin

The directory, file and the actual location of the file can be viewed using a web interface on the NameNode. The web address is “elephant:50070”. This
will also show that the replication factor of each block is 3 and it is saved at three different DataNodes (Figures 21 and 22).

| _: Browsing HOFS X |-,___joDH|:lary H ] |

@ B | el-ephant v 3‘; =

*B Di

rowse Directory

Permission owner Group Size Replication Block Size Name
drwxr=xrx root supergroup 0B 0 0B HiBer
drwxr-xr-x root supergroup 0B 0 0B D
drwxrw-— root supergroup 0B (1] oB
drwer-xr-x root supergroup 0B 1] 0B

Figure 23. Verification of HFDS directory listing using web interface.
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File Edit View History Bookmarks Tools Help
| | Browsing HDFS |_d_}_'|
4= [ elephant:s0070/explorer.html#/ir v | [
Browse Directory
fin
Permission owner Group Size Replication Block Size Name
“FWe==r== ,l. root supergroup 167 B 3 128 MB

Figure 24. File size in HFDS.

File information - input_word_count

Download

Block information -- IS VR]

Block ID: 1073746151
Block Pool ID: BP-224575747-10.8.1.11-1412609059138
Generation Stamp: 5327

Size: 167

Availability:

e Lion
* Horse
+ Monkey

Figure 25. Replication factor and file location information on the HFDS.

3. Run the inbuilt * jar application.
Run the command listed below to start the wordcount application.

Jusr/lib/hadoop/bin/hadoop-mapreduce/hadoop-mapreduce-examples.jar wordcount fin/input_word_count fout

The output will be displayed on the terminal. The result location can also be viewed using the web interface.
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Figure 26. Sample output.

Browse Directory

fout
Permission owner Group Size Replication Block Size MName
S e root supergroup oB 3 128 MB
TW=I==T root supergroup 153 B 3 128 MB
Figure 27. Sample web interface output in HFDS.
Conclusion

A complete overview of hardware and software components required for successfully deploying and evaluating Cloudera CDH Hadoop with Emulex
OCe14000 Network Adapters was presented in this lab guide. More details about the Hadoop architecture and Cloudera can be obtained from

the Apache Hadoop official website: http://hadoop.apache.org/ and http://www.cloudera.com/content/cloudera/en/home.html respectively. The
solution described in this lab guide is scalable for a larger number of DataNodes and racks to suit the environment and needs of your organization.
Emulex OCe14000 Network Adapters can be used in the cluster to move the data efficiently across the nodes.
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