PRODUCT/PROCESS CHANGE NOTIFICATION (PCN)

PCN: 2008-3 Rev 1.0 Date: March 21, 2008 MEANS OF DISTINGUISHING CHANGED DEVICES

Products Affected: PEX8114-BC13BI, PEX8114-BC13BI G Top marking on devices will reference PEX8114-BD13BI and
PEX8114-BD13BI G respectively to identify this new revision

Note: The ‘G” mark is in reference to ‘Green’ environmental option.
compliance
. ] . Top marking for the PEX8114-BC13BI and PEX8114-BC13BI G
Manufacturing Location Affected: Not Applicable will remain unchanged and remain in production.
Date Effective: ‘BD’ revision is available immediately upon The ‘G’ mark is in reference to ‘Green’ environmental compliance

request or continue with the ‘BC’ revision.

Contact: Stephen Moore Additional Data: 1. Errata corrections from BC to BD are as
follows:
gy -

PLX_PCN#2008-3_P PEX_81148% Err

EX8114BD_Cover_Le ata_r1 7.pdf
Function:  Sr. Marketing Mgr. Please reference the errata notations that have been fixed in
Phone:  (408) 328-3592 BD based on the corresponding numbering sequence on the
E-mail: smoore@plxtech.com BC errata list:

1. IDCODE instruction violates IEEE 1149.1
compliance (E21)

2. Transactions may be dropped or ignored
after the PEX 8114 exists the L1 power state

(E22)
The official release of the BD errata published 3. PEX 8114 PCI-X to PCI Express buffer
on www.plxtech.com overrun (E24)

Samples Available: Yes, upon request and scheduling.

DESCRIPTION AND PURPOSE OF CHANGE:

The BD silicon revision is a metal-layer change to its BC base device.

The new silicon/device revision (BD) fixes erratum 21, 22, and 24 listed in the attached document. The BD revision device is a drop-
in replacement of the BC revision and is fully software and hardware compatible.

By releasing the ‘BD’ revision of this device, Customers now have the option to continue using the ‘BC’ revision, which remains in
full production, or elect to order the new ‘BD’ revision.
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870 Maude Ave
Sunnyvale, CA 94085
Ph: 408-774-9060
Fax: 408-774-2169

March 21, 2008

Subject: New PEX 8114-BD13BI and PEX 8114-BD13BI G silicon

Reference: PCN# 2008-3 Rev1.0
Dear Valued Customer:

Please be informed that PLX Technology is making available the above referenced PCN
(2008-3) to inform you of the latest ‘BD’ revision of silicon for the PEX8114 device.

The new spin represents only a metal-layer change to address the associated Errata items
referenced in the attached PCN. Customers are not required to transition to the new ‘BD’
revision since the previous ‘BC’ revision (PEX 8114- BC13BI and PEX 8114- BC13BI G) will
remain in full production. Nevertheless, the ‘BD’ revision is available to you as an option
should you wish to place orders for it.

The specific details and associated completed qualification report are included in the PCN.
Both the ‘BC’ revision or ‘BD’ revisions are qualified and available for order.

Should you have any questions regarding this matter, please do contact your local PLX sales
representative or Stephen Moore, PLX Product Marketing, at (408) 328-3592.

Sincerely,

Brete Bigley

Director, Quality Assurance
PLX Technology

870 Maude Avenue
Sunnyvale, CA 94085
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PEX 8114BC PCI Express-to-PCI/PCI-X Bridge
Errata Documentation


A. Affected Silicon Revision


This document details Errata for the following silicon:


		Product

		Revision

		Description

		Status



		PEX 8114

		BC

		Four-Lane PCI Express-to-PCI/PCI-X Bridge

		Production





B. Device Documentation Version


The following documentation is the baseline functional description of the silicon:


		Document

		Version

		Description

		Publication Date



		PEX 8114BC Data Book

		3.0

		Data Book

		January, 2007





C. Errata Documentation Revision History


		Revision

		Publication Date

		Description



		1.0

		January 24, 2007

		Baseline.



		1.1

		February 14, 2007

		Added erratum 19.



		1.2

		July 2, 2007

		Added erratum 20 and 21 while updated erratum 19.



		1.3

		August 8, 2007

		Added erratum 22.



		1.4

		September 27, 2007

		Added erratum 23 while updated erratum 2 and 22.



		1.5

		October 22, 2007

		Added erratum 24.



		1.6

		November 20, 2007

		Revised the workaround section of erratum 24.



		1.7

		January 10, 2008

		Corrected the workaround section of erratum 14 and revised the workaround section of erratum 22.





D. Errata Summary


Legend:

· F = Forward Transparent Bridge mode


· R = Reverse Transparent Bridge mode


· F/R = Forward or Reverse Transparent Bridge mode


		#

		Bus
Mode

		Bridge Mode

		Description



		1

		PCI/PCI-X

		F

		PCI Express Lane Connection Restrictions








		16-Bit VGA Mode Does Not Decode Correctly









		EP Bit Erroneously Set in Wrong TLP




		4

		PCI/PCI-X

		F/R

		Error Pollution – Malformed Packet with Received Target Abort



		5

		PCI-X

		R

		Unsupported Request Error Status Bit Set on Configuration Writes with Data Parity Error



		6

		PCI/PCI-X

		F/R

		Parity Error Assertion Detected Is Erroneously Set



		7

		PCI/PCI-X

		F

		No Completion Supplied for Memory-Mapped Configuration Access to Register Offset C08h



		8

		PCI/PCI-X

		F/R

		Data Bursts that Cross from 32- to 64-Bit Address Space Have Incorrect Address



		9

		PCI/PCI-X

		F/R

		Master Data Parity Error Bit Not Set if PERR# Occurs at End of Memory Write



		10

		PCI/PCI-X

		F

		PEX 8114 Completions with Configuration Retry Status (CRS) Enable Bit Set Can Result in Incorrect Byte Count, Incorrect Type Field, or Failure to Drop Late Completion



		11

		PCI/PCI-X

		F/R

		Although Acknowledgement Is Received, PEX 8114 Incorrectly Re-transmits TLPs after Replay Timer Expires, and the Re-transmitted TLPs are Malformed



		12

		PCI/PCI-X

		F

		PEX 8114 Configuration Completions Dropped if Type 1 Configuration Cycles are Inappropriately Targeted to Non-existent Extended CSR Locations on Downstream PCI Bus during High-Volume Traffic



		13

		PCI/PCI-X

		R

		Split Completion Error Incorrectly Caused by Transactions that Access Any of the Last 4 Bytes at Top of Base/Limit or BAR Register



		14

		PCI/PCI-X

		F

		ASPM Re-attempts to Enter L1 State without Waiting the Required 10 µs Delay



		15

		PCI-X

		F/R

		Potential Data Overflow when Congested PCI Express Link with Internal Memory Nearly Full and Immediate Completion Larger than 1 DWord Is Coincident with Split Completion



		16

		PCI

		F/R

		Command Register Memory Write and Invalidate Bit Is Read-Writable, but Should Be Read-Only



		17

		PCI

		F/R

		PCI Bus Timing



		18

		PCI-X

		F/R

		Interoperability Alert – Configuration Status Register (CSR) Writes Will Be Unable to Update Only the Primary Bus Number or Only the Secondary Bus Number Register when Issuing a Configuration Write to the Bus Number Register (Offset 18h[7:0], [15:8])



		19

		PCI/PCI-X

		F

		Requester ID in PME Message Is Cleared to 0



		20

		PCI/PCI-X

		F/R

		Failure to report Malformed MWr TLP (TD = 1) which lacks Digest Field when ECRC generation/checking is disabled



		21

		PCI/PCI-X

		F/R

		IDCODE instruction violates IEEE1149.1 compliance



		22

		PCI/PCI-X

		F

		Transactions may be dropped or ignored after the 
PEX 8114 exits the L1 power state



		23

		PCI/PCI-X

		F

		PEX 8114 fails to issue a PME_TO_Ack in response to receiving a PME_Turn_Off message



		24

		PCI-X

		F/R

		PEX 8114 PCI-X to PCI Express buffer Overrun





1. PCI Express Lane Connection Restrictions


Description


In PCI or PCI-X Forward Transparent Bridge mode, the PEX 8114 does not support lane reversal.


For example, if the PEX 8114 is connected only on a one-lane device (that is, as an x1 device) then the PEX_PETn0 and PEX_PETp0 pair must be connected to the PEX_PERn0 and PEX_PERp0 pair of the upstream device. The PEX_PETn0 and PEX_PETp0 pair of the PEX 8114 cannot be connected to the PEX_PERn3 and PEX_PERp3 pair of the upstream device (presuming that the upstream device is also an x4 device). Similarly, if the PEX 8114 is connected as a two-lane device (that is, as an x2 device) then the PEX_PETn[1:0] and PEX_PETp[1:0] pair of the PEX 8114 must be connected to the corresponding PEX_PERn[1:0] and PEX_PERp[1:0] pair of the upstream device.


Solution/Workaround


If the upstream device supports Lane Reversal, that capability accommodates this defect, thus removing the connection restriction.

Impact


The lanes must be manually connected, starting with Lane 0. If no training sets are received on PEX 8114 preferred Lane 0 of the PCI Express port, the PEX 8114 always returns 0 in the Link Number field of the TS1 and TS2 training sets.


2. 16-Bit VGA Mode Does Not Decode Correctly


Description


In PCI or PCI-X Forward or Reverse Transparent Bridge mode, the Bridge Control register VGA 16-Bit Decode bit (offset 3Ch[20]) does not function correctly. PCI Address bits [9:0] are correctly decoded; however, PCI Address bits [15:10] are not decoded, causing the PEX 8114 to ignore these Address lines.

Solution/Workaround


Use 10-bit VGA mode.

Impact


16-bit VGA addressing is inoperative, but in Forward Mode, this is inconsequential.


Note: Forward Bridge Mode Only


16-bit address decode was introduced to prevent VGA I/O address aliasing. Address aliasing is a problem in case of a parallel bus where multiple devices may respond to an aliased address. Since the PCI Express bus is point to point, even if the address is aliased, effectively there will be only one respondent to a transaction. The only drawback is that because the PEX 8114 will only decode the lower 10-bits of the address it can potentially accept aliased addresses. In a PCI Express environment the Root Complex will only route the transaction targeting the bridge window (defined by Base/Limit Registers) limiting the impact of accepting aliased addresses.


Even if the PEX 8114 decodes 10-bit in case of a VGA transaction (within the VGA address window) the I/O address on the PCI/PCI-X bus is 16-bit addressed. So effectively, 16-bit VGA addressing can be used in the Forward Mode without any system impact.

3. EP Bit Erroneously Set in Wrong TLP

Description

In PCI or PCI-X Forward or Reverse Transparent Bridge mode, an EP bit (Poison Data, bit 6, byte 2, of the PCI Express Header) is set in a TLP with good data that precedes a TLP with a Data Parity error. The PEX 8114 must break the single PCI burst into two TLPs, if the following conditions exist:


· If the PEX 8114 is performing a PCI Burst transaction, with contiguous Byte Enables followed by discontiguous Byte Enables, and


· A Parity error is detected on the PCI DWord with discontiguous Byte Enables, and

· If the DWord with discontiguous Byte Enables and a Data Parity error is located on the upper 16 bits.


When the burst is broken into two TLPs, however, the PEX 8114 sets the EP bit in the TLP with good data, rather than the TLP with the Data Parity error.

Solution/Workaround


None.

Impact

A single PCI burst with discontiguous Byte Enables is correctly broken into two TLPs, if the DWord immediately preceding the discontiguous Byte Enables has a Data Parity error; however, the error is reported by setting the EP bit in the wrong TLP.


4. Error Pollution – Malformed Packet with Received Target Abort

Description


In PCI or PCI-X Forward or Reverse Transparent Bridge mode, when the PEX 8114 receives a malformed packet with Completer Abort completion status, it should only set the Uncorrectable Error Status register Malformed TLP Status bit (offset FB8h[18]=1). Instead, the PEX 8114 logs a malformed packet and sets the following register bit:


· Forward Transparent Bridge mode – Status register Received Target Abort bit (offset 04h[28]=1)


· Reverse Transparent Bridge mode – Secondary Status register Received Target Abort bit (offset 1Ch[28]=1)


Solution/Workaround


None.

Impact


After receiving a malformed packet, the PEX 8114 erroneously sets the Received Target Abort bit.


5. Unsupported Request Error Status Bit Set on Configuration Writes with Data Parity Error

Description


In PCI-X Reverse Transparent Bridge mode, when a Non‑Posted Type 0 PCI-X Configuration Write is sent to the PEX 8114 with a Data Parity error, the PEX 8114 correctly sets the following bits and sends a Fatal or Non-Fatal Error message:


· Status register Detected Parity Error bit (offset 04h[31]=1)


· Secondary Uncorrectable Error Status register Uncorrectable Data Parity Error Detected bit (offset FE0h[7]=1)


In addition to the above, the PEX 8114 erroneously sets the Uncorrectable Error Status register Unsupported Request Error Status bit (offset FB8h[20]=1) and sends a second Error message.

Solution/Workaround


None.

Impact


On Reverse mode Type 0 Configuration Write requests with Data Parity errors, the PEX 8114 erroneously sets the Unsupported Request Error Status bit and sends a second Error message.

6. Parity Error Assertion Detected Is Erroneously Set

Description


In PCI or PCI-X Forward or Reverse Transparent Bridge mode, there are three cases in which the Advanced Error Reporting Secondary Uncorrectable Error Status register PERR# Assertion Detected status bit is erroneously set (offset FE0h[11]=1).

Case 1

The PERR# Assertion Detected status bit should be set only when a device detects PERR# asserted by another device. In this case, however, the PEX 8114 is setting the bit when it is the device that asserted PERR#.


If the PEX 8114 performs a Memory Read transaction on the PCI-X Bus and detects a Data Parity error, the PEX 8114 asserts PERR#, if enabled (offset 3Ch[16]=1), and erroneously sets the PERR# Assertion Detected status bit. If Error Reporting is enabled (offset 70h[2, 1, and/or 0]=1), an erroneous Error message is sent. In Reverse Transparent Bridge mode, SERR# is erroneously asserted, if enabled (offset 3Ch[17]=1).

Case 2

The PERR# Assertion Detected status bit should be set only when a device detects PERR# asserted by another device. In this case, however, the PEX 8114 is setting the bit when it is the device that asserted PERR#.


If the PCI/PCI-X interface receives a Memory Write Request when a Data Parity error is detected and an I/O write is pending inside the PEX 8114, the PEX 8114 asserts PERR#, if enabled (offset 3Ch[16]=1). This results in two status bits being erroneously set:


· Advanced Error Reporting Secondary Uncorrectable Error Status register PERR# Assertion Detected status bit (offset FE0h[11]=1)


· Forward Transparent Bridge mode – Secondary Status register Master Data Parity Error status bit (offset 1Ch[24]=1)

Reverse Transparent Bridge mode – Status register Master Data Parity Error status bit (offset 04h[24]=1)

If Error Reporting is enabled (offset 70h[2, 1, and/or 0]=1), an erroneous Error message is sent. In Reverse Transparent Bridge mode, SERR# is erroneously asserted, if enabled (offset 3Ch[17]=1).

Case 3

If a poisoned TLP (Poison Data, bit 6, byte 2 of the PCI Express Header is set) is received on the PCI Express link, the following correct behavior occurs:


· Advanced Error Reporting Uncorrectable Error Status register Poisoned TLP Status bit is set (offset FB8h[12]=1)


· If Error Reporting is enabled for Poisoned TLP Status, a Fatal or Non‑Fatal Error message is sent to the Root Complex


In addition, the following erroneous behavior occurs:


· Advanced Error Reporting Secondary Uncorrectable Error Status register PERR# Assertion Detected status bit is set (offset FE0h[11]=1)


· If Error Reporting is enabled for PERR# Assertion Detected (offset 70h[2 or 1]=1), a second Fatal or Non‑Fatal Error message is sent to the Root Complex


Solution/Workaround


It is not possible to cause the Error Reporting to function correctly; however, careful selection of enable bits can mask the incorrect functionality.


Impact


Cases 1 and 2

This is an Advanced Error Reporting failure. When software investigates the error status bits, erroneous information is found, as it is unable to determine the real cause of the error condition. If the header log is read, it indicates that the bridge was executing a Memory Read transaction or a Memory Write transaction was received when the PERR# Assertion Detected status bit was set. This indicates that the target of the Memory Read, or the originator of the Memory Write, asserted PERR# during the transaction, neither of which could ever occur.


Case 3

This is an Error Pollution failure. Two error status bits should not be set for one error condition. The poisoned TLP is the original error; therefore, the Poisoned TLP Status bit should be the only bit set. Software is unable to determine that the two status bits were set from the single poisoned TLP, and can therefore infer that two separate errors occurred.


7. No Completion Supplied for Memory-Mapped Configuration Access to Register Offset C08h


Description


In PCI or PCI-X Forward Transparent Bridge mode, if a Configuration Read Register access is made from the PCI Express link to any reserved register (reserved registers are registers that are not defined in the register set), a completion with an Unsupported Request should be returned. However, if the PEX 8114 receives a Memory-Mapped Configuration Read Access Request on the PCI Express link to offset C08h, no completion is supplied for this transaction. Offset C08h is a reserved register and there is no reason to access it; however, all register accesses should return completions to all Memory‑Mapped Read accesses.

Solution/Workaround


None.


Impact

A PCI Express Completion time out occurs if offset C08h is accessed.

8. Data Bursts that Cross from 32- to 64-Bit Address Space Have Incorrect Address


Description


In PCI or PCI-X Forward or Reverse Transparent Bridge mode, the PEX 8114 does not function correctly when a PCI-X transaction crosses the 4-GB Address Boundary space. When crossing the first 4-GB Address Boundary space, the transaction starts with a 32-bit address and crosses over to a 64-bit address. The 4-GB Address Boundary space is also a 4-KB Address Boundary space. The transaction should break into two TLP packets, one for each side of the 4‑GB Address Boundary space. In addition, the first TLP should be a 3-DWord header and the second TLP should be a 4‑DWord header. The PEX 8114 breaks up the transaction into 2 TLPs; however, it fails to update the TLP Format (FMT) field from a 3-DWord to a 4-DWord header. The result is the address is incorrect on the second TLP. Additionally, if the transaction starts on the lower side of the 4‑GB Address Boundary space and crosses the 4‑GB Address Boundary space and continues with a large amount of data, such that the result causes many Maximum Payload Size TLPs, each additional TLP will also have the wrong FMT setting. This causes address mismatches on a large amount of data. The erratum is no longer a problem after the transaction disconnects.

Solution/Workaround


Do not create PCI or PCI-X Write or Completion bursts that cross from 32-bit Address space to 64-bit Address space in a single PCI or PCI-X burst.

Impact


Data is written to or read from non-intended addresses.


9. Master Data Parity Error Bit Not Set if PERR# Occurs at End of Memory Write

Description

In PCI or PCI-X Forward or Reverse Transparent Bridge mode, when the PEX 8114 masters a Memory Write transaction on the PCI-X Bus in response to a PCI Express transaction, the PEX 8114 does not set the Secondary Status register Master Data Parity Error bit (offset 1Eh[8]) for PERR# assertions that occur during the last two clocks after FRAME# is de‑asserted on the PCI Bus cycle. Because PERR# lags the data it corresponds to by two clocks, it is legal for PERR# to be asserted for the two cycles following FRAME# de-assertion on a Memory Write transaction. For PERR# assertions on Memory Write transactions within this small window (two clocks after FRAME# de-assertion), the Master Data Parity Error bit is not set.


Solution/Workaround


None.


Impact


The Master Data Parity Error bit is not set when Parity errors occur during the last two clocks of a Data burst.

10. PEX 8114 Completions with Configuration Retry Status (CRS) Enable Bit Set Can Result in Incorrect Byte Count, Incorrect Type Field, or Failure to Drop Late Completion


Description

In PCI or PCI-X Forward Transparent Bridge mode, when the PEX 8114 Configuration Retry Status (CRS) Enable bit is set, the PEX 8114 incorrectly handles tardy Configuration Completions from the PCI/PCI-X side of the bridge, as follows:


1. PEX 8114 returns the completion with Configuration Retry Status (CRS), which:


a. PCI and PCI-X mode – Has an incorrect Byte Count; additionally,


b. PCI mode only – For the TLP intended to be a Completion with CRS, the TLP has incorrect values in its Type field; and


2. PEX 8114 fails to drop the late Completion if a Completion is eventually sent by the PCI-X side of the bridge to the PEX 8114 after the Completion with CRS is sent to the PCI Express Initiator.


For orientation and further details, refer to the PCI Express to PCI/PCI-X Bridge Specification, Revision 1.0, Section 4.3.

This Completion with CRS is only supposed to be returned if the Device Control register Bridge Configuration Retry Enable bit (offset 70h[15]) in the PCI Express Capabilities List has been changed from its default state and is set. Thus, this defect is encountered only if the system software modifies the default state.


Workaround

Leave the Device Control register Bridge Configuration Retry Enable bit (offset 70h[15]) in the PCI Express Capabilities List in its default cleared state, so that the PEX 8114 does not return Completions with CRS with incorrect Type field to PCI Express Configuration requests. Or, the software must be prepared for a Completion with an incorrect Type and for Completions that should have been dropped.

Impact


Malformed completions can be transmitted if the CRS Enable bit is set.

11. Although Acknowledgement Is Received, PEX 8114 Incorrectly Re-transmits TLPs after Replay Timer Expires, and the Re-transmitted TLPs are Malformed


Description

In PCI or PCI-X Forward or Reverse Transparent Bridge mode, this defect occurs when the PEX 8114BC transmits a TLP on the PCI Express link and the receiving PCI Express endpoint significantly delays returning a DLLP acknowledgement (ACK) that the packet was correctly received, until the last 2 clocks prior to the expiration of the PEX 8114’s ACK Replay Timer.


Workaround

The endpoint receiving TLPs from the PEX 8114 should be configured, if possible, such that the ACK DLLP is transmitted as quickly as possible upon packet receipt. There are no CSRs that will extend the length of, or disable, the Replay buffer.

Impact


None. The system sees a duplicate TLP, which is silently dropped as a duplicate packet.

12. PEX 8114 Configuration Completions Dropped if Type 1 Configuration Cycles are Inappropriately Targeted to Non-existent Extended CSR Locations on Downstream PCI Bus during High-Volume Traffic

Description

In PCI or PCI-X Forward Transparent Bridge mode, when the PCI Express Root Complex attempts to send a Configuration request through the PEX 8114 bridge to CSR locations above 255 on PCI-X devices downstream of the bridge which do not have extended CSR space above 255.


If the PCI Express endpoint is sending this type of anomalous Extended Configuration through the PEX 8114, the bridge should respond with an Unsupported Request (UR); however, if the Extended Configuration request from the PCI Express side of the bridge is issued during periods of heavy traffic from the PCI side of the bridge, the PEX 8114 can potentially lose the UR Completion, or create a malformed TLP that it is supposed to be returned to the PCI Express Initiator.


Single-threaded configurations do not exhibit this condition.


Workaround

Do not send Extended Address configurations across the bridge. Execute single-threaded configurations. Minimize configurations during heavy runtime traffic.

Impact


This defect can result in loss of a Completion, resulting in Completion timeout on the Requester.

13. Split Completion Error Incorrectly Caused by Transactions that Access Any of the Last 4 Bytes at Top of Base/Limit or BAR Register


Description

In PCI or PCI-X Reverse Transparent Bridge mode, when issuing a Burst transaction that accesses locations within the last 4 Dwords of the Memory space-defined by Base/Limit or BAR register, a Split completion error is incorrectly generated. The error should not be generated, however, until the transaction crosses out of the top of the Base/Limit- or BAR-defined Address space.


Workaround

Ignore the Split Completion error or do not use the top 4 Dword locations of the Base/Limit.


Impact


A Split Completion error can be incorrectly caused by using the top 4 Dwords in a Base and Limit Address space. This can result in a Master Abort, and Master Abort Error bits being set in some systems. These bits might be set because the transaction with data is completed, and that transaction is then followed by the Split Completion Error message. If the PCI-X Host relinquishes the Tag when the data is returned, which is typical, then later when the Split Completion Error message is sent, it will be terminated with a Master Abort.

14. ASPM Re-attempts to Enter L1 State without Waiting the Required 10 µs Delay


Description

In PCI or PCI-X Forward Transparent Bridge mode, there is a defect in the Active State Power Management of the PEX 8114. When the PEX 8114 is operating in Forward Transparent Bridge mode as the downstream device on a link and attempts to enter the L1 power state while the upstream device refuses to allow the link to enter the L1 power state, the PEX 8114 should wait 10 µs before re‑attempting to enter the L1 power state. However, the PEX 8114 re‑attempts to enter the L1 power state in 7 µs, which violates the errata on the ASPM on the PCI Express Base Specification, Revision 1.0a.

Workaround

Clear the Link Capabilities register Active-State Power Management Support field to 00b (offset 74h[11:10]=01b), to force support for only the L0s state. Also, set the Link Control register Active-State Power Management Control field to 01b (offset 78h[1:0]=01b), to enable the L0s state and disable the L1 state.


After changing these register field values, the PEX 8114 is forced to not support the L1 state based on the Power Management Capability, and thus it should never broadcast L1 ASPM support to the Root Complex, and therefore never enter into L1 ASPM. 

Impact


If L1 ASPM diagnostics are enabled on the motherboard, the hardware chipset is capable of supporting L1 ASPM and can respond to any cycles from the Endpoint or the downstream side of the bridge. When L1 ASPM diagnostics are run, the PEX 8114 broadcasts that it is capable of L1 ASPM; however, it is unable to wait for the 10 µs required by the PCI Express Base Specification, Revision 1.0a. The Root Complex waits for 10 µs, as per the specification, and thus hangs the bus.


15. Potential Data Overflow when Congested PCI Express Link with Internal Memory Nearly Full and Immediate Completion Larger than 1 DWord Is Coincident with Split Completion


Description


In PCI-X Forward or Reverse Transparent Bridge mode, if the PEX 8114 issues a PCI-X Read request and receives an Immediate Completion larger than 1 DWord, the PEX 8114 can overflow its internal buffers and lose data. The problem is caused by the PEX 8114’s failure to check the fullness of the internal memory after it starts accepting data during an Immediate Completion to a PCI‑X Read request.


The PEX 8114 does, however, check the fullness of its internal memory before issuing a Read request, and if there is less than 1 DWord of Data space remaining, it does not issue the Read. Thus, the PEX 8114 can accept at least 1 DWord of data, and usually much more, if the buffers are not full.


Typically, PCI-X devices operating in PCI-X mode respond only to Configuration cycles with Immediate Completions. In the case of Immediate Completions of Configuration cycles that are shorter than 1 DWord, there is no memory overflow.


Solution/Workaround


Use the more common Split Completion, or limit Immediate Completions to 1 DWord.


Impact


Silent data corruption can occur, if data overflow occurs when Immediate Completions are followed by Split Completions larger than 1 DWord and the internal PEX 8114 memory is consumed because of a throttled PCI Express link. This is most likely to occur when there are multiple devices on the PCI/PCI‑X Bus.

16. Command Register Memory Write and Invalidate Bit Is Read-Writable, but Should Be Read-Only


Description


This defect applies only to PCI Forward or Reverse Transparent Bridge mode. The Command register Memory Write and Invalidate bit (offset 04h[4]), should be a Read-Only bit with a default value of 0. In the PEX 8114, Silicon Revisions AA, BA, BB, and BC, this bit is incorrectly implemented as Read-Writable.


When the PCI Bus is in PCI mode, the Memory Write and Invalidate bit controls and indicates the bridge’s ability to translate PCI Express Writes into PCI Memory Write and Invalidate transactions on the PCI Bus. The capability to translate PCI Express Memory Write commands to PCI Memory Write and Invalidate commands is optional. The PEX 8114 does not convert PCI Express Memory Write commands to Memory Write and Invalidate commands, and thus this bit should be Read-Only with a default value of 0.

Solution/Workaround


None.


Impact


The Command register Memory Write and Invalidate bit (offset 04h[4]), incorrectly implemented as Read-Writeable, erroneously communicates to software that the PEX 8114 can translate PCI Express Memory Write commands into PCI Memory Write and Invalidate commands.

17. PCI Bus Timing


Description


The following PCI Bus timing errors exist in the PEX 8114BC; however, all timing is met at typical conditions:


1. In PCI mode at 66 MHz, the setup time on signals being driven into the PEX 8114’s PCI inputs must be 1.5 ns greater than the 3 ns guaranteed by the PCI Local Bus Specification, Revision 3.0. The PEX 8114 requires 4.5 ns setup time on the PCI inputs in 66 MHz mode.

2. There are no timing violations in PCI mode at 33 MHz.


Note: There are no timing violations in PCI-X operation.


Solution/Workaround


Limit the loading on the bus. These timing violations do not inherently predict a system level bus timing deficiency; they may erode the margins provided for signal propagation on a maximally heavily loaded bus.


Impact


PCI timing problems can affect transaction signal integrity.


18. Interoperability Alert – Configuration Status Register (CSR) Writes Will Be Unable to Update Only the Primary Bus Number or Only the Secondary Bus Number Register when Issuing a Configuration Write to the Bus Number Register (Offset 18h[7:0], [15:8])


Description


In PCI-X Forward or Reverse Transparent Bridge mode, the PEX 8114 has an externally visible copy, as well as an internal shadow copy, of the Bus Number register (offset 18h).


A Write to the Bus Number register Primary Bus Number and Secondary Bus Number registers (offset 18h[7:0, 15:8], respectively), should update both the externally visible copy, as well as the internal shadow copy, of the Bus Number register. However, the internal shadow copy of the Bus Number register becomes corrupted, because Byte Enables are ignored during the Write, causing incorrect values to be written in the internal shadow copy. To correctly update both the externally visible and internal shadow copies of the Bus Number register, the Primary Bus Number and Secondary Bus Number must be written concurrently.


Reads initiated on the PCI Express/PCI-X interface to the Bus Number register correctly reflect the Primary Bus Number and Secondary Bus Number in the externally visible copy of the register; However, Reads of the internal shadow copy do not display the correct Primary Bus Number nor Secondary Bus Number.


This defect affects only the Bus Number IDs of Completions and messages.


Impact


This defect only affects error messages and CSR Completions that are sent as a result of transactions targeting the PEX 8114 internal resources.


The following transaction types are not affected:


· Data Read completions from downstream devices


· CSR Type 1 Completion from downstream devices


· UR Completions for Type 1 Configuration transactions

· Messages from downstream devices

The Requester ID in messages and the Completer ID in Completions issued as the result of access to the PEX 8114 internal resources can be incorrect.


The following transaction types are affected:


· Messages generated by the PEX 8114 from internal events, such as timeouts, malformed packets, and ECRC errors


· Completion for Type 0 (internal to the PEX 8114) CSR Reads and Writes


Workarounds


When modifying the Primary or Secondary Bus Number value by writing to the Bus Number register (offset 18h), load the lower 16 bits such that the Primary Bus Number and Secondary Bus Number values are both correct, because both are loaded regardless of the Byte Enable settings.


Another approach is as follows. After enumeration by a BIOS that has corrupted the internal shadow copies of the Bus Number register, a device driver could read the correct value of the Primary Bus Number and Secondary Bus Number registers (offsets 18h[7:0] and [15:8], respectively) (because the visible copy of the register is not corrupt) from the PEX 8114, and then write the value back as a DWord Write, thereby correcting the internal shadow copy of the register.


19. Requester ID in PME Message Is Cleared to 0


Description


In PCI/PCI-X Forward Transparent Bridge mode, when the PME line is asserted indicating a Power Management Event (PME) on the PCI/PCI-X Bus, the PEX 8114 creates a PME message and sends it to the Root Complex. This PME message should have a Requester ID that indicates the initiating bus. However, the PME message sent by the PEX 8114 incorrectly clears the Requester ID to 0.


Impact

If PME signaling is used, the Requester ID for the PME message is 0.

Workarounds


None.

20. Failure to report Malformed MWr TLP (TD = 1) which lacks Digest Field when ECRC generation/checking is disabled


Description


In PCI/PCI-X Forward or Reverse Transparent Bridge mode in the Advanced Error Capabilities and Control register with the ECRC checking enable, ECRC checking capable, ECRC generation enable, and ECRC  generation capable bits off (offset FCCh[8:5] = 4’b0000) if the PEX 8114 receives a PCI Express Memory Write (MWr) TLP with the following characteristics:


· The TD bit = 1


· The digest field is missing


· The LCRC is correct


· The data payload is 2DWord or less


The PEX 8114 will ACK (once it receives a subsequent TLP) and discard this type of Malformed TLP, but it will fail to set the Malformed TLP status in Uncorrectable Error Status register (offset FB8h [18]).


Note: The LCRC of this type of Malformed TLP needs to be correct otherwise the PEX 8114 will correctly discard the TLP and report an LCRC error.


Impact

None.

Workarounds


Enable ECRC checking by setting Advanced Error Capabilities and Control register – offset FCCh bits [8:5] = 4’b1111.

21. IDCODE instruction violates IEEE1149.1 compliance


Description


The IDCODE instruction is used in JTAG to identify the devices in the system (JTAG chain). When executing the IDCODE instruction, the PEX 8114 returns its 32 bit pattern. In the PEX 8114BC, bits scanned out after the PEX 8114’s IDCODE are incorrectly inverted. This only happens during the IDCODE instruction, whereas all other JTAG instructions work properly in the PEX 8114. The Figure below shows the incorrect inversion between TDI and TDO pins in IDCODE path. 
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Impact

JTAG test patterns will fail if more than 32bits are shifted out after the IDCODE instruction is loaded.

Workarounds


Mask or expect inverted scan values after the PEX 8114’s IDCODE is shifted out, or place the PEX 8114 at the beginning of the scan chain.

22. Transactions may be dropped or ignored after the 
PEX 8114 exits the L1 power state


Description


In PCI or PCI-X forward bridge mode, in host systems that fully exercise the power management functionality [register offset 44h] of the PEX 8114, in certain scenarios the PEX 8114 will drop or ignore transactions from the host after exiting the L1 power state.

For example, the host sends a configuration read, but in these scenarios, it may never receive an ACK. The PEX 8114 continues to send a completion for a prior configuration read. It gets an ACK from the host but it behaves as if it has never received the ACK and continues to replay the completion.

Impact

This erratum has been observed to cause a system hang/reboot in systems that enable power management

Workarounds


Prevent the PEX 8114 from entering the L1 state by setting register 1E0[7] = 1. This register bit (1E0[7]), when set, prevents the device from physically entering L1 state while at the same time advertising L1 capability to system software, so that the device will still pass PCI Express protocol compliance tests.

23. PEX 8114 fails to issue a PME_TO_Ack in response to receiving a PME_Turn_Off message


Description


In PCI or PCI-X forward bridge mode, when the PEX 8114 receives a PME_Turn_Off message from an upstream device, it fails to respond with a PME_TO_Ack message. In addition, the PEX 8114 never sends PM_EnterL23 DLLPs, hence it will not initiate a transition to the L2/L3 Ready state.

Impact

This may occur in systems where the BIOS does not implement the recommended power management timer as described in section 5.3.3.2.1 (PME Synchronization) of the PCI Express Base specification revision 1.0a. This specification requires a systems power manager to implement a timeout to avoid deadlock in cases where an endpoint or switch fails to respond with a PME_TO_Ack message and put their links into the L2/L3 Ready state. When the timer expires, the power manager should proceed as if the message had been received and all the links have entered the L2/L3 Ready state. Given this requirement, the system impact should be minimal

Workarounds


Ensure the BIOS is compliant with the PCI Express Base Specification.

24. PEX 8114 PCI-X to PCI Express buffer Overrun 

Description


In either forward or reverse mode, in PCI-X mode (not PCI mode), a logic defect in the PEX 8114 allows an on-chip memory buffer to overflow under certain circumstances. The defect can cause PCI Express protocol violations and possible payload corruption.  


The defect is exposed whenever a residual memory read operation from the PCI-X bus is activated at a time when a buffer memory is already full of TLPs that have been stored from the PCI-X bus. This residual read is a derivative of an earlier read from the PCI-X bus that must be broken into two or more PCI Express reads.  The residual read is placed into the buffer memory whenever the completion for its predecessor arrives.  In the situation where the memory buffer is completely full at this event, the TLP that is formed for this residual read can overwrite other valid TLPs and it can corrupt associated data structures in the PEX 8114 that are used to manage this buffer.

Impact

This erratum has never been observed in any customer systems running normal applications. It has only been observed in high throughput system stress testing which causes severe congestion in the 8114 resulting from a throttled PCIe egress port combined with high rates of traffic on the PCI-X bus.

The defect can cause PCI Express protocol violations and possible payload corruption.

Workarounds


1. This failure can be avoided by preventing all residual read operations. There are 3 requirements to prevent residual reads:


a. The maximum read request size settings for the PCI-X bus must be equal to, or smaller than that of the PCI Express bus, when maximum read requests on the PCI-X bus are quadword aligned. The Device Status and Control register Maximum Read Request Size field (offset 70h[14:12]) is, by default, 512 bytes.

b. The maximum read request size settings for the PCI-X bus must be smaller than that of the PCI Express bus, when maximum read requests on the PCI-X bus are quadword unaligned. The Device Status and Control register Maximum Read Request Size field (offset 70h[14:12]) is, by default, 512 bytes.


c. The PCI-X read address range must not cross a 4KB boundary.

2. Use PCI protocol instead of PCI-X.


3. Limit PCI-X payload size to less than or equal to 96 Bytes.

E. Caution


1. Memory Read Lines Are Issued to Non-Prefetchable Memory Space if TLP Requested Read Size Is Greater than Cache Line Size


Description

In PCI Forward Transparent Bridge mode, the PEX 8114 issues Memory Read Line and Memory Read Line Multiple commands on the PCI Bus when the PEX 8114 receives a PCI Express TLP Read request to Non‑Prefetchable Address space, where the Read request of the TLP is greater than the PCI Cache Line Size. The PEX 8114 ensures that no prefetching, beyond the amount requested by the TLP, occurs when the PEX 8114 accesses Non‑Prefetchable space. The more-efficient Memory Read Line or Memory Read Line Multiple commands are issued to gather data within one Cache Line of the requested amount of data, rather than issuing numerous Memory Read requests.


The PEX 8114 looks at the size of the Read request, as indicated in the TLP, and initially issues a Memory Read Line or Memory Read Line Multiple command if the size of the Read request is for one or more PCI Cache Lines. When the PEX 8114 is within one Cache Line of the Terminal Byte Count requested in the TLP, the PEX 8114 starts issuing Memory Read commands to gather the remaining data.


For example, if the Cache Line Size is 8 DWords and the TLP requested is 10 DWords and started at the beginning of a Cache Line, the PEX 8114 would issue a single Memory Read Line command for the first request. This would return 8 Dwords, and the PEX 8114 would then issue only Memory Read commands until the PEX 8114 accumulates the requested 10 DWords. This method requires three transactions.


The PEX 8114 never prefetches more data from the PCI side of the bridge than requested by the TLP Size.


Solution/Workaround

None.


2. Memory Read Lines Are Issued to Non-Prefetchable Memory Space if TLP Requested Read Size Is Greater than Prefetch Count


Description

    In PCI Forward Transparent Bridge mode, the PEX 8114 issues Memory Read Line and Memory Read Line Multiple commands on the PCI Bus when the PEX 8114 receives a PCI Express TLP Read request to Non-Prefetchable Address space, where the Read request of the TLP is greater than the PCI Cache Line Size. The PEX 8114 ensures that no prefetching, beyond the amount requested by the TLP, occurs when the PEX 8114 accesses Non-Prefetchable space. The more-efficient Memory Read Line or Memory Read Line Multiple commands are issued to gather data within one Cache Line of the requested amount of data, rather than issuing numerous Memory Read requests. The PEX 8114 looks at the size of the Read request, as indicated in the TLP, and initially issues a Memory Read Line or Memory Read Line Multiple command if the size of the Read request is for one or more PCI Cache Lines. When the PEX 8114 is within one Cache Line of the Terminal Byte Count requested in the TLP, the PEX 8114 starts issuing Memory Read commands to gather the remaining data. For example, if the Cache Line Size is 8 DWords and the TLP requested is 10 DWords and started at the beginning of a Cache Line, the PEX 8114 would issue a single Memory Read Line command for the first request. This would return 8 Dwords, and the PEX 8114 would then issue only Memory Read commands until the PEX 8114 accumulates the requested 10 DWords. This method requires three transactions. The PEX 8114 never prefetches more data from the PCI side of the bridge than requested by the TLP Size.


Solution/Workaround


None.
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RELIABILITY/QUALIFICATION SUMMARY: The final Qualification report for the PEX8114-BDQualification tests for the
BD die revision are outlined per the plan below.
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Purpose:

The purpose of this product qualification is to qualify the PEX8114-BD13BI die revision.

The PEX 8114-BD13BI die represents a revision to 2 layers of metal and 2 vias compared to
the previous ‘BC’ die. There are no other changes and hence only product die qualification is
required.

This document summarizes the plan and results to qualify the product as per below.

Scope:

The PEX 8114 BD13BI, fabricated in TSMC Fab 6A .13um 1Poly/8 Metal CMOS Technology, is
the product to be qualified. TSMC 0.13 um CMOS technology generates consistent and
reproducible performance from lot to lot, through a mature fabrication process, in-process
monitors, and an excellent reliability demonstration with failure in time ( FIT) of less than 9 FIT
has been achieved.

Qualification Plan:

The following is the product qualification test plan for PEX8114-BD13BlI, 0.13um, 1P/8M LV
CMOS in order to convert from rev. BC to BD represented by a revision to 2 layers metal and 2
vias.

Note: * = Conditional and Full qualification/release
** = For information only

1. High Temperature Operating Life Test (JESD22-A108-B)
Condition: Ta= 125°C, Vddmax

SS Hrs Proces | Start Date Estimated No Result
s time completion of rejects
Date
120 | 168(cum168)* 8days 2/22/08 3/5/08 0 Passed
332(cum500)** 18 days | 3/6/08 3/24/2008
500(cum1000)** | 25 days | 3/25/08 4/22/2008

Failure Rate (Failures In Time @ 10): =9 FIT (0.7eV at 60% confidence level)

2. ESD, Human Body Model (JESD22-A114-B)*

Lot# Sample Stress Level Estimated Result
size completion
date
1 5 + 2,000V 3/5/08 Passed
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3. ESD, Charge Device Model (JESD-22-A115-A)*

Lot# Sample Stress Level Estimated Result
size completion
date
1 5 + 500V 3/5/08 Passed

4. Latch-up (JESD78)*

Lot# Sample Stress Level Estimated Result
size completion
date
1 6 1.5 X Vcc Max, 3/5/08 Passed
Current injection %
200 Ma
Conclusion:

The PEX 8114 BD13BI device has successfully passed all required die related qualification tests
and is hereby approved. PLX will continue the HTOL testing to 1000 hrs. for information
purposes only.

.- __________________________________________________________________________________________________________________—]
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